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Abstract
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from May 2023 to February 2025. I would like to express my deepest gratitude to my advisor Chris. His ability to
identify important scientific problems and develop innovative solutions has profoundly shaped my development as
a researcher. I am truly indebted to him for his patience, his willingness to share his extensive knowledge, and his
constant encouragement to strive for excellence. Being part of the talented Wrede Group has not only enriched my
academic journey but also provided me with lasting friendships that I will treasure throughout my career. I would like
to thank our group members, listed in order of age: Moshe Friedman, Tyler Wheeler, Ruchi Mahajan, Brent Glassman,
Alexander Adams, Cathleen Fry, Tamas Budner, Jason Surbrook, Joseph Dopfer, and Lexanne Weghorn, and many
other collaborators, particularly Barry Davids, for their invaluable support and insightful guidance.

Part I

DSL
1. First application of Markov Chain Monte Carlo-based Bayesian data analysis to the Doppler-Shift

Attenuation Method

Motivated primarily by the large uncertainties in the thermonuclear rate of the 30P(p, γ)31S reaction that limit our
understanding of classical novae, we carried out lifetime measurements of 31S excited states using the Doppler Shift
Lifetimes (DSL) facility at the TRIUMF Isotope Separator and Accelerator (ISAC-II) facility. The 31S excited states
were populated by the 3He(32S, α)31S reaction. The deexcitation γ rays were detected by a clover-type high-purity
germanium detector in coincidence with the α particles detected by a silicon detector telescope. We have applied
modern Markov chain Monte Carlo-based Bayesian statistical techniques to perform lineshape analyses of Doppler-
shift attenuation method γ-ray data for the first time. We have determined the lifetimes of the two lowest-lying 31S
excited states. First experimental upper limits on the lifetimes of four higher-lying states have been obtained. The
experimental results were compared to shell-model calculations using five universal sd-shell Hamiltonians. Evidence
for γ rays originating from the astrophysically important Jπ = 3/2+, 260-keV 30P(p, γ)31S resonance with an
excitation energy of Ex = 6390.2(7) keV in 31S has also been observed, although strong constraints on the lifetime
will require better statistics.

2. Introduction

Classical novae are one of the most frequent thermonuclear stellar explosions in the Galaxy. They are powered
by thermonuclear runaways occurring in the accreted envelope transferred from a companion star onto a compact
white dwarf in a close binary system [404, 400]. In classical novae, the 30P(p, γ)31S reaction acts as a nucleosynthesis
bottleneck in the flow of material to heavier masses [3]. The large uncertainty in the 30P(p, γ)31S rate impacts the
identification of certain presolar nova grains [4], the calibration of nuclear nova thermometers [5], and the Si/H
abundance ratio, which can be used to constrain the degree of mixing between the white dwarf’s outer layers and
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the accreted envelope [6]. It is not currently possible to measure the 30P(p, γ)31S reaction directly because intense
low energy 30P beams are not available. The thermonuclear rate of the 30P(p, γ)31S reaction over most of the peak
nova temperatures (0.1−0.4 GK) is found to be dominated by proton capture into a 260-keV 3/2+ resonance with an
excitation energy of Ex = 6390.2(7) keV in 31S [7, 8]. Recent experimental work has unambiguously determined the
energy, the spin and parity, and the proton-decay branching ratio of this resonance [8, 9, 443], leaving the lifetime as
the final missing piece of the puzzle. So far, the lifetimes of three relatively long-lived 31S states at 1248 [11, 12, 13,
14], 2234 [11], and 4451 keV [14, 15] have been reported. The main scientific goal of this work is to expand lifetime
measurements to more excited states in 31S, including the 3/2+ state at 6390 keV using the Doppler Shift Attenuation
Method (DSAM).

Lifetime measurements using γ-ray spectroscopy provide not only important input for astrophysical models but
also a sensitive benchmark for nuclear structure models. DSAM is a widely-used method for measuring lifetimes
of excited nuclear states in the fs to ps range [16, 17, 18]. Despite the wide use of this method, a unified statistical
treatment of all the uncertainties associated with systematic effects has been a long-standing issue. The classical
frequentist approach (χ2 minimization) does not in itself provide any uncertainty, but it is a common practice to
assume a normal distribution and vary each parameter by one standard deviation while fixing other parameters at some
plausible values. Uncertainties from different sources are often assessed independently and then added in quadrature
to obtain the total uncertainty. The statistical meaning is even less rigorous when combining upper/lower limits
instead of finite values. Multiple parameters often have complex interrelationships, and their correlations may be
underestimated or overestimated by standard frequentist approaches [19, 20, 21].

Inverse problems are often ill-posed: what are the model parameters that result in a given set of observables [22]?
Inferring lifetimes from observed γ-ray spectra is such an inverse problem and represents an ideal case for the
application of Bayes’s theorem [23, 24]. Bayesian statistics offers a probabilistic framework for parameter estimation
and uncertainty quantification [25]. Owing to the distribution complexity and high dimensionality, practical use of
Bayesian statistics often requires Markov chain Monte Carlo (MCMC) [26, 27], an efficient sampling method to
systematically explore complex high-dimensional parameter spaces [28]. With the advent of modern computational
power, there has been a surge of interest in incorporating Bayesian and MCMC techniques in nuclear physics
parameter estimation, in particular, the studies of heavy-ion collisions [29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39],
low-energy nuclear reactions [19, 20, 21, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50], nuclear level-density model
parameter estimation [51], and spectrum fit [52].

Although Bayesian methods are playing increasingly important roles in many aspects of nuclear
physics [53, 54, 55], to the best of our knowledge, no one had performed DSAM lifetime data analysis within a
Bayesian framework. Our previous work [56] took the very first step in that direction. In this Letter, we further apply
MCMC-based Bayesian parameter estimation methods to DSAM lineshape analyses, providing a statistically
meaningful/rigorous/robust/reliable quantification of uncertainties from various sources in Bayesian inference.

3. Experiment

The experiment was done using the Doppler Shift Lifetimes (DSL) chamber [57] specifically designed for DSAM
experiments [56, 58, 59, 60, 61] at the ISAC-II facility of TRIUMF. A 128-MeV 32S7+ beam bombarded a 3He-
implanted Au target and the excited states in 31S were populated via the 3He(32S, α)31S reaction. We employed
inverse kinematics to ensure a large Doppler shift in the γ-ray spectra. The α particles were detected using a silicon
detector telescope placed downstream of the target. The telescope consisted of two ORTEC B Series Si surface barrier
detectors with an active area of 150 mm2 and thicknesses of 87 µm and 1 mm, respectively [63]. An aperture was
placed in front of the telescope, limiting the ejectile acceptance angle to <13◦. Deexcitation γ rays were detected in
coincidence with α-particles by using a clover-type high-purity germanium detector [64, 65] at a distance of 78 mm
from the target, centered at 0◦ with respect to the beam axis. See the next section for more technical details.

The Si detectors were calibrated using a source containing 239Pu, 241Am, and 244Cm, with strong α lines at
5.155 MeV, 5.486 MeV, and 5.805 MeV. A linear calibration was applied and used to extrapolate to higher energies.
The extrapolation was verified by comparing the energy loss of punch-through particles to srim calculations [491]. A
56Co source was used initially to calibrate the Ge detector. A line from 197Au Coulomb excitation at
279.01(5) keV [67] and a line from 39K produced in 32S+12C fusion evaporation at 2814.06(20) keV [68] were
observed with high statistics. The vast majority of the γ rays constituting these lines were emitted after the recoils
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Figure 1: Particle identification plot of the energy loss (∆E) in the 87-µm Si detector versus the residual energy deposited in the 1-mm Si detector
(E). Each locus of points represents a charged particle group or a coincidence summing of two groups. The red contour encloses the α particles of
interest.

stopped; hence, they are unshifted and used as run-by-run calibration standards. The accuracy of the calibration at
high energies was verified by a 6128.63(4)-keV γ ray originating from the deexcitation of the second excited state in
16O [69]. The energies deposited in all four crystals of the clover detector were summed together to increase the
photo-peak efficiency while reducing the Compton scattering background [64]. Lifetimes of 31S states were then
determined from a lineshape analysis of this addback spectrum.

The Si detector telescope particle identification plot is shown in Fig. 1. The α-particle group is separated from
other charged particle groups. By gating on α particles with specific energies calculated by relativistic reaction
kinematics, we suppressed competing reaction channels and indirect feedings from higher-lying levels to ensure a
direct population by the transfer reaction, resulting in significantly cleaner γ-ray spectra.

4. Techniques

In this section, we briefly review the basics of the DSAM, the DSL facility, and the data acquisition (DAQ) and
sorting used for this study.

4.1. DSAM
The DSAM has been used routinely for measuring the lifetimes of excited nuclear states in the fs to ps range [16,

17, 18]. When an excited nucleus is produced by a nuclear reaction in a target, it carries the initial momentum due to
reaction kinematics and starts to travel in a stopping medium. If a γ ray is emitted while the nucleus is still in flight,
it will be Doppler shifted in the laboratory frame. A time correlation can be established between the slowdown and
deexcitation of the nucleus, and the lifetime of the excited state can be inferred based on the observed Doppler shift
of γ rays. The typical slowing down time of the nuclei recoiling from a nuclear reaction is a few hundred fs in solid
materials, which implies that DSAM is applicable to lifetimes in the 1 fs to 10 ps range [70, 71, 451, 73].

4.2. DSL facility
Motivated primarily by the unknown or imprecise lifetimes of excited states of astrophysical importance, we built

the DSL facility. As shown in Fig. 29, the scattering chamber was designed to provide a clean environment conducive
to detecting γ ray emission from excited nuclear states populated in heavy ion-induced transfer reactions in inverse
kinematics [57]. Reaction products gain more energy in inverse kinematics and lead to larger Doppler shifts. Since
its completion in 2005, the DSL experimental setup has been used to measure the lifetimes of excited states in 19Ne
relevant to the 15O(α, γ)19Ne reaction rate [58, 59], the lifetimes of excited states in 15O relevant to the 14N(p, γ)15O
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reaction rate [56], and the lifetimes of excited states in 23Mg relevant to the 22Na(p, γ)23Mg reaction rate [60]. The
3He-implanted targets were produced at the Université de Montréal, Canada, by implanting 35-keV 3He ions into a
25 µm-thick Au foil to an areal density of 6 × 1017 cm−2. The Au foil was chosen to be thick enough to stop both
the beam and the heavy recoils. In this experiment, two apertures with diameters of 2.5 and 3.0 mm were placed at
distances of 73 and 49 mm, respectively, upstream of the target. A 128-MeV 32S7+ beam passed through the collimator
and bombarded the 3He-implanted Au target. The target was kept cool via BeCu fingers in contact with a BN plate
attached to a LN2-cooled Cu shroud. The thermal gradient between the target ladder and the Cu shroud prevents
losses of the implanted 3He through heating while mitigating the condensation of contaminants on the surface of the
target [62, 61].

4.3. DAQ system

The germanium detector used in this experiment was from the Gamma-Ray Infrastructure For Fundamental
Investigations of Nuclei (GRIFFIN) [65]. The GRIFFIN electronics are custom designed and are able to handle data
throughput up to 50 kHz per Ge crystal. The signals from the preamplifiers of the germanium and silicon detectors
enter the GRIF-16 digitizer modules, which are 16-channel, 14-bit, 100-MHz flash analog-to-digital converters. A
series of signal processing algorithms, such as hit detection and pulse-height evaluation, are implemented in the
GRIF-16 firmware. After being processed by these algorithms, the signal is collected by GRIF-C Slave modules,
concentrated into the GRIF-C Master module, and then packed into events by the DAQ system. The master GRIF-C
applies logic to the data received from the slaves and applies experimental filters to the data. These filters are
analogous to master triggers used in analog DAQ systems, and reject data not meeting specific criteria - coincidence,
for example - in order to reduce the amount of uninteresting data being written to disk. The GRIFFIN DAQ system is
a modified version of the Maximum Integrated Data Acquisition System [74]. These data are unpacked by the
GRSISort program and turned into more practical data structures for analysis.

A single GRIF-Clk Master clock module houses a Symmetricom Model SA.45s Chip-Sized Atomic Clock
(CSAC), which produces a precision 10 MHz reference signal. A 50 MHz master clock signal derived from this
reference is then distributed through GRIF-Clk Slave modules to all modules in the system. Each event is
timestamped using a hit detection algorithm, which is equivalent to leading-edge timing. Then the timestamp is
corrected by a digital constant-fraction discriminator to compensate for the amplitude-dependent time-walk [75]. A
key advantage of the digital DAQ is that it behaves essentially as a trigger-less system, with each channel able to
record physics events independently of the others.

4.4. Sorting

The sorting part of the package works in three parts. The first step takes raw MIDAS data and converts it to
a set of fragments. Fragments are stored in the fragment tree and contain most of the raw information of detector
outputs. The fragment information is useful for diagnostic tests, and act as the pre-sorting stage. In principle, as the
fragment is essentially the conversion of MIDAS information to ROOT information, this unpacking step is typically
only performed once during an analysis. The second part of sorting takes the fragments and builds physics events that
are stored in the analysis tree. Finally, scripts can be used to process the analysis tree and build histograms of various
dimensions.

Events are typically constructed using the timing of the detection of multiple particles. Events can be constructed
by the GRIFFIN DAQ using filters that require certain detector multiplicity conditions to be met before transmitting
data to be written to disk. These conditions will often use a static timing window in order to define a coincidence.
Filters reduce the amount of data written to disk the same way a master trigger does in a typical analogue system. More
precise construction of these events can still occur using the timing of the individual hits within the event constructed
by the DAQ filter. In this work, a moving time window of fixed length is used. For example, a moving window of
2 µs is opened whenever a new fragment is found. As new fragments are found within that window, new windows
are created and joined to the original event. This process continues, creating a chain of 2 µs windows until the final
window does not find a fragment within 2 µs. Once this occurs, all of the fragments associated with the current moving
window are ‘packaged’ into a single analysis tree event.
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5. Simulation & Results

The γ-ray lineshape is sensitive to the 31S velocity distribution and all other physical effects, and therefore a
lineshape analysis is more rigorous and gives more information than a centroid-shift analysis. Detailed Monte Carlo
simulations were written to model Doppler-shifted lineshapes for fs lifetimes [56, 60]. A new Monte Carlo simulation
using geant4 [522, 523] was developed in this work to model lineshapes for ps lifetimes as well. We began by
sampling the position where the transfer reaction happens from a uniform circular transverse profile defined by the
beam spot and the 3He implantation depth profile calculated by srim [491]. The kinetic energy of the beam was
sampled from a Gaussian beam energy distribution with a spread of 0.2% (full width at half maximum) and energy
loss in the target based on the reaction location. The emission angle of the α particle was chosen randomly from an
isotropic distribution in the laboratory frame. The error introduced by this simplifying assumption was estimated by
trying a few different realistic anisotropic distributions and was found to be rather small due to the limited angular
acceptance [56, 60]. The energy and momentum of the emitted α particle were calculated using relativistic kinematics
from the Q-value of the transfer reaction and the kinetic energy of the beam. The Q-value of the transfer reaction
depends on the populated state in 31S as Q = Q0 − Eex with Q0 = 5533.30(23) keV corresponding to the ground
state and Eex of the excitation energy of the populated state in 31S [428]. We then determine the 4-momentum of the
excited 31S recoil. If a γ ray is emitted while the 31S recoil is still moving, it will be Doppler shifted in the laboratory
frame. A detector response of the form of an exponentially modified Gaussian (EMG) function [526, 516] was added
to the γ-ray energy recorded by the germanium at the end. The decay and width parameters of the EMG function
were empirically characterized as a function of energy by fitting unshifted γ-ray peaks originating from long-lived
states populated by Coulomb excitation and fusion-evaporation reactions at energies of 279.01(5) and 547.5(3) keV
[197Au] [67], 2814.06(20) and 3597.26(25) keV [39K] [68], 3736.5(3) keV [40Ca] [81], and 6128.63(4) keV [16O] [69].

Fitting the simulated γ-ray spectrum to the measured γ-ray spectrum in a given range yields the number of counts
and the associated standard deviation (σ). We set a discovery threshold for statistical significance over the background-
only hypotheses to be 5σ [82]. The observed 31S γ-ray peaks (Fig. 2) are shown in Figs. 3-9 with the prior and posterior
predictive lineshapes superimposed (See Sec. 6). The gate on the energy deposited by the α particles is 2 MeV wide
in all cases, corresponding to a 1-MeV window on the excitation energies. We used a fine binning of 2 keV in each
lineshape analysis to mitigate the information loss associated with the bin size of the spectrum. The 1248-keV, 2234-
keV, 3076-keV, 4971-keV, and 5156-keV 31S states all decay predominantly by a single γ-ray transition to the ground
state [9], and their dominant γ rays are clearly observed in the corresponding α-gated γ-ray spectra. Other than these
five peaks, a 2186-keV line from the decay of the 3435-keV state is also observed with a statistical significance greater
than 5σ. There are two γ rays which are emitted from the 3435-keV 31S state with branching ratios of 54.7(35)%
and 45.3(30)% to the ground and first excited states, respectively [9]. The observed significance of the 3435-keV
line does not reach the 5σ threshold, so we extract the lifetime based on the lineshape analysis of the 2186-keV line.
We estimated the branching ratios to be 38(11)% and 62(12)% using the efficiency-corrected counts in the 3435- and
2186-keV γ-ray peaks with only statistical uncertainties included, consistent with the previous measurement [9]. All
six aforementioned 31S states were also observed to be populated in the 32S(3He, α)31S reaction at the same center-of-
mass kinetic energy as ours [83].
γ-ray transitions from the 3/2+, 6390.2(7)-keV state at 2183, 3106, 3314, 4156, 5141, and 6390 keV were

previously identified [9]. Evidence for the 4156 and 5141-keV branches was observed in this data set with
significances over 4σ and 3σ, respectively. Consistent with past work [9], the 4156-keV branch is the strongest
branch observed. A nearby 5/2+, 6392.5(2)-keV state was observed to dominantly populate the 3/2+, 1248-keV state
with a 5143.1(2)-keV γ-ray branch [84, 85, 86], which could be responsible for the higher intensity we observed for
the 5141-keV branch. The absence of the 5/2+, 6392 keV → 5/2+, 2234 keV transition in those
experiments [84, 85, 86] is also consistent with our shell model calculations (Sec. 9). Another nearby 11/2+,
6394.2(2)-keV state generates 1091.2(4)- and 3042.9(1)-keV branches [84, 85, 87, 88, 89], but neither of these
branches was observed in our spectra. A recent study using the 32S(p, d)31S single-neutron transfer reaction also
indicates that the (3/2, 5/2)+ states near 6390 keV are preferentially populated, but the 11/2+ state is not [90]. As the
4156-keV γ ray is likely to be uniquely associated with the 3/2+, 6390-keV → 5/2+, 2234-keV transition, we
attempt to extract the lifetime from its lineshape.
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Figure 2: Observed γ-ray transitions in 31S. Red and yellow denote observations with significances over 5σ and below 5σ but above 3σ,
respectively.
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Figure 3: Lineshape analysis of the 49-MeV α-gated γ-ray line from the 1248 keV → ground state transition in 31S. The measured lineshape is
shown as points with statistical error bars in both panels. Prior lineshape (red, upper panel): hundreds of lineshapes generated by varying each
parameter within its prior range in the DSAM simulation. Posterior predictive lineshape (blue, lower panel): 68% credible interval constructed
with the number of counts in each bin corresponding to the parameter posterior distributions.
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Figure 4: Lineshape analysis of the 47-MeV α-gated γ-ray line from the 2234 keV → ground state transition in 31S. The measured lineshape is
shown as points with statistical error bars in both panels. Prior lineshape (red, upper panel): hundreds of lineshapes generated by varying each
parameter within its prior range in the DSAM simulation. Posterior predictive lineshape (blue, lower panel): 68% credible interval constructed
with the number of counts in each bin corresponding to the parameter posterior distributions.
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Figure 5: Same as Fig. 4 for the 46-MeV α-gated γ-ray line from the 3076 keV→ ground state transition in 31S.
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Figure 6: Same as Fig. 4 for the 45-MeV α-gated γ-ray line from the 3435 keV→ 1248 keV transition in 31S.
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Figure 7: Same as Fig. 4 for the 42-MeV α-gated γ-ray line from the 4971 keV→ ground state transition in 31S.
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Figure 8: Same as Fig. 4 for the 42-MeV α-gated γ-ray line from the 5156 keV→ ground state transition in 31S.

9



Energy (keV)

4350 4400 4450 4500 4550

C
o
u
n
ts

 p
e
r 

2
 k

e
V

0

5

10

15

Energy (keV)

4350 4400 4450 4500 4550

C
o
u
n
ts

 p
e
r 

2
 k

e
V

0

5

10

15

Figure 9: Same as Fig. 4 for the 39-MeV α-gated γ-ray line from the 6390 keV→ 2234 keV transition in 31S.

6. Bayesian Analyses

Graphical representations of our analysis procedure are shown in Figs. 10 and 11. The analysis framework
combined a DSAM model, dimensionality reduction with principal component analysis, emulation with Gaussian
processes, and Markov chain Monte Carlo with Metropolis-Hastings algorithms, all of which are necessary in this
case. It should also be noted that this framework is scalable and flexible, and other users can tailor each part to their
cases. For example, if running their full model is fast, they can omit the emulator and use brute-force MCMC
sampling.

6.1. Bayes’s theorem
In general, when using Bayes’s theorem [23] to set up the problem of calibrating a physics model to data, we have:

1) a deterministic or stochastic physics model f (x, θ) that nominally explains observable y at controllable inputs x. θ
represents parameters that need to be estimated. 2) a set of observations, y(x). 3) a likelihood, P(y|θ), the probability
of the data y being observed given a set of parameters θ, which is determined by running the model with parameters
θ and fitting the model output to data. Likelihood quantifies how well the model reproduces the data. 4) a prior
probability distribution, P(θ), encapsulates our initial belief of the parameters. Next, we invoke Bayes’s theorem,
which states that our updated belief after observing the data, i.e., the posterior probability distribution of the model
parameters given the data, P(θ|y), is proportional to the product of the likelihood and the prior:

P(θ|y) =
P(y|θ)P(θ)

P(y)
(1)

The denominator, P(y), is the Bayesian evidence, which is the probability of observing the data without having
compared to the model and, given that the data are assumed to be known, serves as a normalization factor. The
denominator only becomes relevant in the context of model selection or model averaging problems. Translating for
the application here, our model is a DSAM Monte Carlo simulation convoluted with a linear fit function to describe
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Figure 10: Workflow of the MCMC-based Bayesian DSAM data analysis framework.

the background, which introduces several parameters. The output of the model is a γ-ray spectrum, which is the
observable to be compared with data.

6.2. Prior specification
Any parameter that might have a meaningful impact on the model calculation should be included in the design.

More parameters require more training points, which means more computation time. It is important to vary parameters
that could change the behavior of the model. The choice of parameters should be “As many parameters as necessary,
as few as possible." [91]. For the choice of priors P(θ), we specify ranges and distributions for each parameter. A
uniform prior is chosen for the lifetime τ. Negative lifetimes are unphysical, so we set the prior to be zero in negative
regions:

P(τ) =
{

constant, τ > 0
0, τ ⩽ 0 (2)

We use a Gaussian distribution for the γ-ray energy, Eγ, from the literature values and uncertainties [9]. We
construct a Gaussian distribution for the relative background level, bkg, based on the linear fit and its uncertainty in
the background region around a γ-ray peak. The stopping power incorporated in geant4 is expected to be overall
accurate to within 10% [92]. Accuracy is generally higher in the energy range above 10 MeV/nucleon, while the
uncertainty increases at energies below 0.1 MeV/nucleon. We use a Gaussian distribution for the relative stopping
power, sp, centered at the database values with a 1σ uncertainty of 10% for short-lived states and 20% for long-lived
states, respectively. The prior on the coefficient of the Legendre polynomial P2(cosθ) of the α-γ angular-correlation
function, A2, is assumed to be uniform within [−1, 1], and A4 is fixed to be 0. When a γ ray is emitted from a long-
lived state, the emission usually happens after the recoil has undergone a series of collisions with the target atoms.
Hence, the γ-ray lineshape is quite insensitive to variations of the angular correlation function. We, therefore, omit the
angular correlation parameter for the two long-lived states. Our primary goal is to learn the unknown model parameter
τ from observables. τ is the parameter of interest, and the other four, Eγ, bkg, sp, and A2, are referred to as nuisance
parameters, which we do not aim to constrain using this data set.

6.3. Likelihood formulation
Choosing a likelihood function for Bayesian inference is not always straightforward. A natural choice of the

likelihood function for count data is the Poisson distribution or the normal distribution. We can write the relationship
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Figure 11: Comparison of brute-force and emulator workflows for a univariate example. These training points, or knots (black dots), are obtained
by evaluating the full model. Next, a Gaussian statistical process is fitted (blue solid line) with error estimates for prediction (red dashed lines).
Once the emulator is constructed, a new parameter value will be proposed (green box on the x-axis). Finally, values that the response variable can
take (green segment) given the newly proposed parameter will be estimated using the emulator. Adapted from Ref. [93].
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between the observations and the physics model as y = f (x, θ)+ ε [91]. This model for the observations then includes
both a physics model, f (x, θ), and a statistical model for the residual error term ε. The statistical model assumes that
the error at each measurement point, xi, is σ2

i . To perform a bin-by-bin analysis using Bayes’s theorem [94], we take
the conditional probability of acquiring a measured set of data given the parameters θ to be the likelihood function
P(y | θ, σ2):

P(y | θ, σ2) ∝ exp

−1
2

n∑
i=1

[yi − f (xi, θ)]2

σ2
i

 (3)

where n is the number of bins, yi is the number of counts in the ith bin of the measured spectrum, and f (xi, θ) is
the number of counts in the ith bin predicted by the model. The error σi could come from many sources.

This likelihood Eq. (3) encodes the statement ‘this is how likely we think it would be to observe what we see y,
under inputs x, based on the model function f that depends on parameters θ, and based on an error σ. It provides a
particularly simple example of this kind of statistical model, and it is used very often. Ideally, normalized errors have
a standard zero-mean, unit-variance normal distribution:

[y − f (x, θ)]2

σ2 ∼ N(0, 1) (4)

So, we assume σ ∼ MVN(0,Σ), which denotes the residual error following a multivariate normal distribution
(MVN) with mean 0 and covariance matrix Σ. We obtain a modified likelihood function:

p(y | θ) ∝ (2π)−
mn
2 |Σ|−

1
2 exp

{
−

1
2

[y − f (θ)]⊤Σ−1[y − f (θ)]
}

(5)

where m denotes the number of model parameters. The total covariance matrix Σ should subsume both
experimental and theoretical uncertainties: Σ = Σexp + Σth, where the statistical component of Σexp is a diagonal
covariance matrix Σstat

exp, and the systematic component of Σexp is non-diagonal Σsys
exp. Similarly, Σth = Σ

stat
th + Σ

sys
th . Σstat

th
accounts for statistical fluctuations in the model calculations, which is usually small. Σsys

th arises from model
imperfections. If an emulator is used, Σth = Σ

stat
th + Σ

sys
th + Σ

emu
th . The emulator predictive uncertainty Σemu

th represents
the deviation between the full model calculation and the fast surrogate model calculation. It would be futile to
attempt to enumerate every source of uncertainty and compute a covariance matrix for each.

6.4. Model emulation
MCMC algorithms generate a random walk through the parameter space where each step is accepted or rejected

according to the product of the prior and the likelihood of reproducing the measured observables [26, 27]. Direct
MCMC sampling requires millions of model evaluations. In our case, a single model evaluation requires thousands
of individual event simulations and is computationally demanding, so direct MCMC sampling is intractable. As
our model space is relatively low-dimensional, we choose a factorial design, in which hundreds of training points
uniformly fill the parameter space like a grid.

6.4.1. Principal component analysis
PCA is commonly used for feature extraction and dimensionality reduction.
Let us explain the process using the 4156-keV γ ray demonstrated in the EEC proposal S2373 as an example:
Suppose we have p = 114 bins in our measured spectrum, making the data dimension 1 × 114.
We run the full DSAM simulation with n = 297 parameter settings (n = 297 training points).
At each of n = 297 parameter settings, we generate p = 114 simulation output points. So, the dimension of our

original simulator output is n × p = 297 × 114 matrix.
We standardize the simulation outputs p = 114 bins, bin-by-bin by subtracting the mean from each value and

dividing it by the standard deviation.
We compute the covariance matrix of the standardized simulation outputs.
We perform Singular Value Decomposition (SVD) on the covariance matrix to identify eigenvectors (principal

components). The number of PCs should be less or equal than the original number of bins, q ≤ p. Suppose the first
q = 12 PCs explain 90% of the variance in the original p = 114 data points.
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We then project the n × p = 297 × 114 original simulator outputs onto q = 12 principal components
(directions/vectors). The coordinates of the n = 297 original simulation points per bin when projected onto each
principal component are called ‘latent outputs’. This projection transforms data from high-dimensional spaces to
low-dimensional spaces defined by the principal components.

For each of the q = 12 PCs, we project the original n = 297 points, resulting in n = 297 latent outputs per PC.
Since there are q = 12 PCs, we get q = 12 sets of n = 297 latent outputs. So, the dimension of latent outputs is

n × q = 297 × 12.
We need q = 12 Gaussian Process models, one for each PC.
Each GP is trained on the n = 297 latent outputs corresponding to that PC.
This way, the high-dimensional model outputs / observable space are transformed into a reduced number of

uncorrelated latent outputs using principal component analysis (PCA) [95]. These uncorrelated components are
linear combinations of the original features.

The first principal component is aligned with the greatest variance, meaning it captures the most variance of
the data. The second principal component captures the next most variance possible while being orthogonal to the
first, and so on for subsequent components. For example, if PC1 explains 70% of the variance, this means that by
knowing the value of PC1 for each data point, we have a very good idea of where that data point is located in the
original high-dimensional space. Explained Variance by each component is an important evaluation metric. Each
subsequent component adds to the Cumulative Explained Variance (Fig. 12). You can see that cumulative explained
variance increases quickly at first as each additional component explains a large portion of the variance. After a certain
point, the gain in explained variance slows down, suggesting that further components contribute less to capturing the
structure of the data. Fig. 12 helps us make informed decisions about the number of principal components to use by
visualizing the trade-off between dimensionality and variance retained.

Typically, we set the number of principal components to capture 99% of the variance of the original model outputs.
This means the simplified low-dimensional dataset after PCA still retains/preserves most of the essential information
from the original high-dimensional dataset.

6.4.2. Gaussian process
Gaussian Process (GP) is a machine learning technique, specifically a non-parametric, probabilistic model used

for regression and classification tasks. It is not considered deep learning, although it can be combined with deep
learning models in certain applications. [96].

It is known that GP’s ability to extrapolate beyond the support of its training data is often poor, so we chose a wide
range of training points that covers all possible lifetime values so that GPs are not applied outside its training range.
That being said, there is no need to include the simulator outputs that drastically differ from the data in the emulator
training. It has been shown that filtering out unrealistic simulator outputs would increase the predictive accuracy of
the emulator [97]. The calibration input coordinates should cover the range that is plausible for the true value of
parameters. This suggests a sequential design approach, beginning with values spanning the prior parameter space
and then adding more points over the range giving high posteriors [36, 98, 99, 100].

We estimated the hyperparameters by numerically maximizing the likelihood but found that varying
hyperparameters only weakly affects the actual emulator predictions. In any case, provided a sufficient number of
training points, the actual emulator predictions will not depend strongly on the hyperparameters, as long as they are
not egregiously over or underfit [91]. In the surmise package, hyperparameters are automatically optimized until
convergence using scipy’s implementation of the L-BFGS-B algorithm.

We fit a Gaussian Process (GP) model for each latent output, use the fitted GP model to predict the mean, variance,
and covariance matrix at the inputs ‘x’, and reconstruct them in the original high-dimensional space through the inverse
PCA transformation. A GP emulator [96] is trained on the input-output behavior of the full model and acts as a fast
surrogate to the full model during MCMC sampling. When computing the likelihood during MCMC sampling at
another parameter setting, the simulator output is represented by the trained emulator’s predictive mean f GP(θ) and
predictive covariance, ΣGP(θ), and the prediction uncertainty from the emulator is integrated within the likelihood
Eq. (6).

p(y | θ) ∝ (2π)−
mn
2 |[Σ + ΣGP(θ)]|−

1
2 exp

{
−

1
2

[y − f GP(θ)]⊤[Σ + ΣGP(θ)]−1[y − f GP(θ)]
}

(6)
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Figure 12: Individual and cumulative explained variance plots in PCA. Upper panel: log scale. Lower panel: linear scale showing the first 10 PCs.
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Figure 13: Diagnostics for Gaussian Process Emulators.

After training an emulator, its performance may not always be reliable. To validate the emulator, we split part of
the simulations as a training set and a test set. We split the simulations into a training set and a test set. The emulator
is fitted using the training set, and its predictive accuracy is evaluated using the test set. As shown in Fig. 13, the
typical evaluation metrics to quantify how well a regression model fits the data include the R-squared value and Mean
Squared Error (MSE).

In contrast, classification problems typically utilize different evaluation metrics, including:
Accuracy is the ratio of correctly predicted observations to total observations.
Precision is the ratio of correctly predicted positive observations to all expected positive observations.
Recall is the proportion of correctly predicted positive observations to all observations made in the actual class.
F1 Score: An equilibrium between recall and precision.
GP is computationally efficient and accurately accounts for the uncertainty associated with emulation, which is

suited for Bayesian parameter estimation purposes [96]. The highest computational cost in the procedure is now
associated with obtaining full-model data to train the GP emulator, which can usually be accomplished in a realistic
amount of time.

Obviously, when the number of parameters increases, the parameter space to be explored becomes much larger,
and the percentage of the parameter space corresponding to a region of high posterior becomes much smaller. In
such cases, the training data sets need to be increased considerably to better explore the parameter space. Moreover,
the computational cost to fit an accurate emulator and run the MCMC sampler grows when the number of uncertain
parameters increases. The one-shot, generate design, simulate, emulate-then-calibrate principle can lead to an
ineffective calibration procedure. In such a case, a sequential Bayesian experimental design strategy that incorporates
an active learning approach with an acquisition function balancing global exploration and local exploitation can
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drastically improve the efficiency of the calibration process for expensive simulation models [47, 100].

6.4.3. Bayesian optimization
Bayesian optimization (BO) is a technique to find the global maximization or minimization of a costly-to-

evaluate black-box objective function, such as a beam spot size or beam transmission rate [101, 102] or a χ2 of a
model-to-data fit [47]. A key component of Bayesian optimization is the use of a surrogate model, with the Gaussian
Process being one of the most common. This probabilistic model provides a principled way to capture the
uncertainty associated with the objective function, allowing for informed decisions about where to sample next.
Another key component is the acquisition function. The Expected Improvement (EI) and the Upper Confidence
Bound (UCB) are widely used acquisition functions to guide the search process. It quantifies the potential
improvement over the current best solution and the exploration-exploitation trade-off, which targets areas with high
uncertainty and then focuses on areas with high predicted values. Bayesian optimization has proven highly effective
in various applications, including beam-tuning of accelerators and optimizing data acquisition filter parameters. By
automating the optimization process, Bayesian optimization can significantly reduce the workload on humans,
leading to more efficient and precise instrument operation.

During the last few years, there has been a surge of interest in applying different machine learning and Bayesian
methods in nuclear physics. Fast and reliably approximating high-fidelity models creates an ideal environment for
applications of machine learning methods. Emulators can be built using various types of machine learning methods,
such as Gaussian processes [96], polynomial chaos expansions [103], random forests [104], radial basis
functions [105], reduced basis methods [106, 107, 108], eigenvector continuation [109], deep neural
networks [110, 111], and many others.

6.5. Model calibration

Calibration is a powerful technique that allows one to combine sparse observables with sparse emulator outputs
to perform inference and predictions. The Modeling and Data Analysis Initiative (MADAI) collaboration [112]
developed a statistical framework that contains a GP emulator and an MCMC sampler. We have tailored the MADAI
infrastructure to our needs. We explored a five-dimensional parameter space by discarding a 50,000-step burn-in
phase for the chain to converge and then sampling for another one million MCMC steps. For all but the 4156-keV γ
ray, every individual MCMC chain was able to achieve adequate convergence to the posterior distribution with no
more than a few thousand iterations. As shown in Fig. 14, the end of the burn-in is signified by likelihood and
parameter distributions that oscillate around a mean value and are not consistently increasing or decreasing [21].

The diagonal panels in Figs. 15-21 show the marginal posterior distributions for each parameter with all other
parameters integrated out, and the off-diagonal panels show joint distributions between pairs of parameters. The prior
distributions for the nuisance parameters, Eγ, bkg, and sp, are restrictive and strongly influence the posteriors. Our
experimental data have insufficient constraining power on a nuisance parameter, so we expect the prior and posterior
marginal distributions to largely agree. In these cases, the posterior essentially reaffirms the information already
contained in the prior. One important merit of Bayesian methods is that a posterior distribution offers more detailed
information than a point estimate or an interval from frequentist methods so that propagation of uncertainty can work
with richer information than that conveyed by a point estimate [28, 113]. The 2D correlations between parameters
allow us to easily capture features, patterns, or anomalies. Strong negative correlations are demonstrated between
τ and sp for the two long-lived states, which is physically expected. These two parameters are not correlated for
short-lived states as the deexcitations occur before substantial slowing down of the recoils occurs. For the observable
itself, the lineshapes based on the prior and posterior distributions of parameters are shown in Figs. 3-9. Values
obtained in the model for observables that are not part of the training dataset are referred to as predictions. The close
resemblance between the prediction bands and the measured lineshapes indicates the constraining power provided by
the experimental data.
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Figure 14: Trace plot of MCMC iterations for the parameter Lifetime.
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Figure 15: Posterior distributions of the model parameters for the 31S 3/2+ state at 1248 keV. Diagonals: prior (red) and posterior (blue) distributions
of each parameter. From top left to bottom right: Lifetime τ (fs), γ-ray energy Eγ (keV), relative background bkg, and relative stopping power sp.
Off-diagonals: joint distributions showing correlations between pairs of parameters.
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Figure 16: Posterior distributions of the model parameters for the 31S 5/2+ state at 2234 keV. Diagonals: prior (red) and posterior (blue) distributions
of each parameter. From top left to bottom right: Lifetime τ (fs), γ-ray energy Eγ (keV), relative background bkg, and relative stopping power sp.
Off-diagonals: joint distributions showing correlations between pairs of parameters.
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and the coefficient of the Legendre polynomial P2(cosθ) of the α-γ angular-correlation function, A2. Off-diagonals: joint distributions showing
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Figure 18: Same as Fig. 17 for the 31S 3/2+ state at 3435 keV.
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Figure 20: Same as Fig. 17 for the 31S 1/2+ state at 5156 keV.
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7. Advantages of Bayesian Statistics

What can we achieve with Bayesian methods but not with classical frequentist methods? Will the use of Bayesian
statistics add value to our research?

Bayesian inference, guided by Bayes’ theorem, is a powerful and versatile data analysis and modeling technique
that incorporates prior knowledge and observed data to update beliefs. This method allows for robust estimation and
prediction by combining existing knowledge with new observations.

Bayesian statistics offers several advantages:
Comprehensive Uncertainty Analysis. DSAM is a widely-used method for measuring the lifetimes of excited

nuclear states in the fs to ps range. Despite the wide use of this method, a unified treatment of all the uncertainties
associated with systematic effects has been a long-standing issue. Note that the classical frequentist approach (χ2

minimization) does not in itself provide any uncertainty, but it is common to assume a normal distribution and vary
each parameter by one standard deviation while fixing other parameters at some plausible values. Uncertainties
from different sources are often assessed independently and then added in quadrature to obtain the total uncertainty.
The statistical meaning is even less rigorous when combining upper/lower limits instead of finite values. Multiple
parameters often have complex interrelationships, and their correlations may be underestimated or overestimated by
standard frequentist approaches [19, 20, 21]. With these concerns in mind, we turn to another powerful statistical
tool: Bayesian inference, which offers a natural parameter estimation method with faithful assessments of uncertainty.
Being able to reliably understand and quantify the uncertainties in lineshape analysis is crucial to moving this field
forward.

Incorporation of Prior Knowledge. Prior probability distributions are one of the most important ingredients of
the Bayesian framework and provide an ability to incorporate our prior knowledge into the analysis. Classical
statisticians argue that for this reason, Bayesian methods suffer from a lack of objectivity. Bayesian proponents argue
that frequentist methods have built-in subjectivity, and at least in Bayesian approaches, the subjectivity is explained
clearly. Priors can play an important role in restricting the posterior, but there is no unique way to choose priors. The
consequence is that different people can use different priors for the same experiment and obtain different posteriors
and thus make different conclusions. Hence, the choice of priors must be justified explicitly when using Bayesian
inference.

To Gain More Information. Estimating a posterior probability distribution of a parameter of interest is at the
heart of Bayesian analysis. The posterior distribution represents everything we know about the parameters. One
important merit of Bayesian methods is that everything in Bayes is a probability distribution. A complete probabilistic
description of uncertainty (Figs. 15-21) offers more detailed information than a point estimate or an interval from
frequentist methods so that uncertainty propagation can work with richer information than that conveyed by a point
estimate. It also facilitates the updating of knowledge about a parameter as new constraints on other parameters
become available, allowing for iterative refinement of knowledge. The 2D correlations between parameters allow us
to easily capture features, patterns, or anomalies. There is nothing intrinsically wrong with the idea of reducing it to
a single number or an interval, as in frequentist analysis, but we lose useful information. In fact, we lose exactly the
information that makes the posterior distribution useful in the first place.

Iterative Refinement of Knowledge. It provides a powerful framework for handling uncertainty and updating
beliefs based on evolving evidence. Application of Bayesian inference in machine learning leads to more accurate,
reliable, robust, and adaptable models. This method updates models with additional evidence, preventing overfitting
and enabling continuous improvement. It supports informed decision-making and efficient model updating, making
it ideal for uncertain environments and limited datasets. However, when it comes to applying Bayesian inference
in machine learning, one of the key challenges is the scalability issues for large datasets or complex models with
increasing dimensionalities.

Another advantage of Bayesian inference is that it can handle missing data in a natural and flexible way. Missing
data can be treated as unknown parameters that have a probability distribution, and they can be estimated from the
data and the prior beliefs. This means that you do not have to discard or impute the missing data, as you would do
in frequentist inference. Instead, you can use Bayesian inference to account for the uncertainty and variability of the
missing data, and to generate plausible values for them based on the available information. The Bayesian approach
treats missing data as additional parameters, estimating their distribution based on observed data. Through iterative
updating, it refines these estimates, producing a comprehensive understanding of both observed and missing values.
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Figure 22: χ2 distribution as a function of the lifetime of the 2234-keV 31S state. The best-fit lifetime and its statistical uncertainty are obtained
from χ2

min and (χ2
min + 1) values (arrows are for demonstration purposes).

This flexibility provides a more realistic representation of uncertainty and contributes to robust decision-making in
the presence of incomplete information.

An interesting phenomenon is that in the Fall Meeting of the American Physical Society Division of Nuclear
Physics, the number of Bayesian-related talks has shown a steady upward trend in recent years: 3 in 2016, 8 in
2017, 9 in 2018, 11 in 2019, 13 in 2020, 22 in 2021, 19 in 2022, 23 in 2023, and 18 in 2024. “Bayesian Uncertainty
Quantification” has become its own session for the first time in DNP2022. Bayesian thinking has been widely adopted
across various research fields. Successful applications of Bayesian analysis have emerged across various research
fields.

Why do we pursue MCMC-based Bayesian data analysis? Solving a problem that has been set up using Bayesian
theory involves computing multidimensional and complex probability distribution functions that do not have analytical
solutions. To numerically evaluate the distribution can be computationally demanding and has acted as a major
bottleneck in the past. This is where MCMC methods come to the rescue. MCMC is a class of methods for sampling a
probability distribution function using a Markov chain whose equilibrium distribution is the desired distribution. Note
that in conventional Monte Carlo integration, the random samples are statistically independent, whereas in MCMC
they are correlated. The Metropolis algorithm used in our work has been the main workhorse of MCMC methods,
and more efficient MCMC algorithms MCMC methods, such as the Metropolis-Hastings algorithm, Gibbs sampling,
or Hamiltonian Monte Carlo that work better for specific problems are continuously being developed [28].

What if we interpret our DSAM data from a frequentist perspective? Frequentist and Bayesian methods answer
different questions, provide different kinds of answers, solve different problems, and have their strengths and
weaknesses. Although we consider Bayesian statistics a more powerful tool to interpret data, frequentist methods are
easier to implement and may remain the mainstream in the nuclear physics community for a while. To get a feel for
what we could obtain if we interpret our DSAM data from a frequentist perspective, we have reanalyzed our data. An
example analysis of the 2234-keV 31S state is shown in Figs. 22 and 23. The best-fit lifetime and its statistical
uncertainty (χ2

min + 1) are taken from a polynomial fit of the χ2 distribution. The γ-ray energy, background fit, and
stopping power are varied up and down by their one standard deviation uncertainty to investigate the systematic
uncertainty. Adding the systematic uncertainties with the statistical uncertainty in quadrature yields the total
uncertainty for the lifetime. Other states are analyzed following the same procedure, and all the results are
summarized in Table 1. The lifetimes of higher-lying states are consistent with zero, and we deduce their 90%
confidence level upper limits by multiplying the one standard deviation by a factor of 1.28 [114]. χ2 minimization
can also be performed in a two-dimensional space (Fig. 24), but it is not a viable solution in higher dimensions.
Hence Bayesian methods are a better fit for lineshape analysis, which usually involves multiple parameters.

Each parameter enters the Bayesian analysis as a source of uncertainty as well as a constraint on the observable.
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Figure 23: The γ-ray energy, background level, and stopping power are varied up and down by their one standard deviation uncertainty to investigate
the systematic uncertainty. Adding the systematic uncertainties with the statistical uncertainty in quadrature yields the total uncertainty for the
lifetime. τ = 243+37

−34(stat)+63
−38(syst) = 243+73

−51 fs.

Figure 24: 2D χ2 distribution as a function of the lifetime and the energy of γ ray from the 2234-keV 31S state.
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Table 1: Lifetimes of 31S states obtained using frequentist and Bayesian approaches.

Ex(31S) (keV) τfrequentist (fs) τBayesian (fs)1

1248 958+274
−209 1116+183

−177

2234 243+73
−51 247+81

−82

3076 <6 <11
3435 <16 <16
4971 <7 <7
5156 <5 <15
6390 <30 <202

1 More digits are displayed for comparison.
2 Not a 90% CL limit as its posterior distribution

exhibits a long tail over the prior range.

One should not assume that the χ2 minimum obtained from the frequentist approach matches the results obtained
in the Bayesian-MCMC method and that the uncertainties estimated by the two methods are consistent [19]. In this
case, we have a reasonable sense of the range of lifetimes, and we do not expect the results from the two methods to
diverge from each other by orders of magnitude. It is physically expected that when the stopping power increases, the
inferred lifetime decreases, and vice versa. In both Bayesian and frequentist analyses, a negative correlation is indeed
observed between the lifetime and the stopping power for the two long-lived states.

Although Bayesian analysis usually provides a posterior probability distribution rather than a point estimate, we
could still extract the corresponding χ2 values and p-values, which are usually used as an indicator of goodness-of-fit
in the frequentist analysis. The resultant best-fit γ-ray lineshapes from the Bayesian analysis are a good description
of the data points, and we are able to achieve a minimum in the χ2

ν distribution close to 1 in all cases. It should also be
noted that we did obtain similar uncertainties using the Bayesian approach and the frequentist approach in this work.
However, that is not always the case. There have been systematic studies using both methods to quantify uncertainties
in direct nuclear reactions. The frequentist approach has been found to underestimate uncertainties. It is desirable
to extend this comparison to other subfields, such as DSAM. If large discrepancies were found, it might indicate the
necessity of an overhaul of past DSAM data using statistically rigorous methods.

We can also extend the Bayesian-MCMC method to the Doppler broadening lineshape analysis [516]. From a
Bayesian perspective, the Doppler broadening Monte Carlo simulation could be viewed as the model that introduces
parameters such as the stopping power, the lifetime of the γ-ray emitting state, the energy, and the relative intensity
of the proton branches populating the γ-ray emitting state. The output of the model is a γ-ray spectrum, which is the
observable to be compared with data. The fields of heavy-ion collisions and low-energy nuclear reactions have
shifted toward Bayesian statistics for evaluating confidence intervals in recent years. Although much work has been
done, there are many exciting opportunities ahead. More advanced Bayesian frameworks to incorporate multiple
observables and models are being developed. Additional observables would increase constraining power. Gaussian
process emulation is trending toward machine learning techniques such as Bayesian neural networks. Bayesian
inference can also help you build and evaluate models for your data. Suppose multiple models are available in
DSAM analysis; the question of which model is better suited or even mixing models can be answered via Bayesian
model comparisons.

8. BAND for DSL

The Bayesian Analysis for Nuclear Dynamics (BAND) software Framework provides tools and examples that
facilitate principled Uncertainty Quantification in Nuclear Physics. They provide tools and examples that demonstrate
how emulation of computationally expensive models, model calibration, and Bayesian model mixing can be combined
in order to provide a full accounting of the uncertainties in Nuclear Physics models-including model uncertainty [53].
The surmise package is categorized into three routines [97]:
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Emulation: Carries out Bayesian emulation of computer model output and generates inputs to calibration.
Calibration: Generates estimates of the calibration parameters based on field observations of the real process and

output from emulation.
Utilities: Performs different utility tasks such as a sampler (e.g., Metropolis-Hastings) to generate posterior draws

of calibration parameters.
Workflow diagrams are shown in Figs. 25 and 26 [115, 116]. It is to be noted that the simulation-data comparison

code calculates and outputs all the χ2 values. Therefore, analysis using the classical χ2-minimization approach remains
an available option if needed.

In surmise, all emulator methods inherit from the base class surmise.emulation.emulator. An emulator class calls
the user input method, and fits the corresponding emulator. surmise.emulation.emulator.fit() and
surmise.emulation.emulator.predict() are the main surmise.emulation.emulator class methods. fit() and predict() are
the two obligatory functions for an emulation method. fit() takes the inputs X, parameters θ, and the function
evaluations f , where X ∈ RN×p, θ ∈ RM×d, and f ∈ RN×M . In other words, each column in f should correspond to a
row in θ. Each row in f should correspond to a row in X. In addition, the dictionary fitinfo is passed to the fit()
function to place the fitting information once complete. This dictionary is used to keep the information that will be
used by predict() later.

fit() is the only obligatory function for a calibration method. fit() takes the fitted emulator class object
surmise.emulation.emulator, inputs X, and observed values y, where X ∈ RN×p, y ∈ RN×1, and the dictionary fitinfo to
place the fitting information once complete.

8.1. Model emulation methods

1) ‘indGP’: skips the PCA dimensionality reduction step and builds independent emulators directly on the original
outputs, hence, no epsilon is needed. However, the subsequent MCMC process incurs significant computational costs
(CPU and RAM) associated with large covariance matrices. MCMC results look similar to PCGP.

2) ‘PCGP’: Principal Component Gaussian Process emulator uses PCA to reduce the dimensionality of the
simulation output before fitting a Gaussian Process model to each Principal Component separately. ‘PCGP’ is the
default emulation method. A modified version ‘PCGP_numPCs’ is recommended for DSL analysis.

3) ‘PCGPR’: Principal Component Gaussian Process Regression utilizes scikit-learn’s GaussianProcessRegressor
for GP modeling.

4) ‘PCGPRG’: Principal Component Gaussian Process Regression with Grouped observables. PCGPR emulation
are performed for each subgroup separately.

Ref. [36] found that PCSK>PCGPR>PCGPR in terms of R2 scores.
5) ‘PCGPwM’: Principal Component Gaussian Process with Missingness properly handle missing points in the

simulation output due to simulation failures through imputation and incorporating additional variance estimates at
each point requiring imputation, before performing PCA and fitting Gaussian Process models.

6) ‘PCGPwImpute’: Principal Component Gaussian Process with Imputation: extends PCGPwM by first
externally imputing missing values using iterative imputation techniques (such as K-Nearest Neighbors, Bayesian
Ridge Regression, or Random Forest) from scikit-learn, and then applies the PCGPwM method on the completed
dataset.

7) ‘PCSK’: Principal Component Stochastic Kriging.
Both PCGP and PCSK are Gaussian Process-based emulators. Both use PCA to reduce high-dimensional outputs

into manageable dimensions for modeling. PCGP is developed to handle deterministic simulation models, where the
simulator returns the same output every time given the same input parameters. PCGP considers mean but ignores any
variance of simulation data. Our geant4 simulation model is stochastic, meaning that for the same input parameters,
the simulator can return different outputs when being run multiple times. Instead of only taking into account the mean
values of the emulator training data, the PCSK method also considers the standard deviation at the training points
(‘simsd’). The PCSK emulation incorporates this variation in the accuracy between the resulting data points, known
as heteroscedasticity, by using stochastic kriging.

PCSK considers mean but ignores variance of simulation data during hyperparameter optimization, but considers
variance in posterior predictive distribution.
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PCGP and PCSK with or without the uncertainties of the training data give consistent posterior results and both
PCGP and PCSK outperform standard Gaussian Process implementations like Scikit GP in predictive accuracy and
uncertainty estimation [98].

8) ‘LCGP’: Latent Component Gaussian Process handles stochastic multivariate outputs with heterogeneous
errors [117]. Unavailable in surmise version 0.3.0.

8.2. Model calibration methods

1) ‘directbayes’: default calibration method. It builds a log-posterior by combining a prior (fitinfo[‘’thetaprior’])
with a likelihood (loglik) comparing emulator-predicted means/covariances to observed data. ‘directbayes’ uses
standard matrix operations. The final posterior samples are stored in fitinfo[’thetarnd’].

2) ‘directbayeswoodbury’: leverages the Woodbury identity to handle Gaussian covariance manipulations, which
can be more efficient or numerically stable for large datasets. The final posterior samples are stored in
fitinfo[’thetarnd’]. ‘directbayeswoodbury’ is recommended for DSL analysis.

3) ‘mlbayeswoodbury’: clf_method must be a trained classifier (e.g., a scikit-learn model) that implements
.predict_proba(...) on each sampled theta to get acceptance probabilities, which it folds into the posterior. If this ML-
based weighting is not needed, either pass clf_method=None or use a different calibration method (directbayes or
directbayeswoodbury).

8.3. Utilities methods (samplers)

1) ‘metropolis_hastings’: default sampler that draws from a target posterior distribution; recommended for DSL
analysis.

2) ‘LMC’: Langevin Monte Carlo uses gradient-based proposals to guide samples toward high-posterior regions,
often improving acceptance over plain metropoli_hastings. Users do not need to set stepParam explicitly: by default,
LMC will estimate an initial scale from the starting samples and adapt from there. Users do not need to set burn-in
explicitly. Instead, LMC uses an iterative procedure (e.g., maxiters=10, numsamppc=200) and tries to adapt
acceptance rates. It then returns a single final chain (theta) with size numsamp.

3) ‘PTLMC’: Parallel Tempering Langevin Monte Carlo combines Parallel Tempering (running multiple chains
at different temperatures and exchanging states periodically) and Langevin Monte Carlo (using gradient-based
proposals). PTLMC has the advantages of faster convergence, especially for complex or multimodal distributions,
and reduced risk of trapping in local minima. In the analysis of the S2193 7333-keV γ-ray data, the posterior
distribution exhibits numerous nearby local minima compared to that obtained using the Metropolis-Hastings
sampler, indicating it is less suitable for DSL lineshape analysis. ‘PTLMC’ does not perform better than the default
‘metropolis_hastings’ when it comes to handling multimodal distributions. The overall credible intervals by
integrating the posterior distributions are consistent with those from ‘metropolis_hastings’ sampling. The acceptance
rate for PTLMC is approximately 0.004, while Metropolis-Hastings has an acceptance rate of about 0.22.

4) ‘PTMC’: required positional arguments: ‘log_likelihood’ and ‘log_prior’. PTMC is not supported in the version
0.3.0 of surmise.
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Figure 25: Flowchart of the Bayesian analysis based on the surmise package.
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Figure 26: Framework of the DSL-surmise workflow, highlighting the key components and processes involved.
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9. Lifetimes of 31S States

For the two lowest-lying states, the central lifetime values and the 1σ uncertainties are constructed by using the
16th, 50th, and 84th percentile values from the lifetime posterior distributions. For the four higher-lying states, the
most probable lifetime values are close to zero, and therefore, the 90th percentile values for the lifetime posterior
distributions are adopted as the 90% confidence upper limits. For the first excited state at 1248 keV, we obtained a
lifetime of 1120 ± 180 fs, which agrees with the literature values of 720 ± 180 fs [11], 1200+1500

−1100 fs [12], 3200 ±
7000 fs [12], and 964+312

−91 fs [13]. Tonev et al. recently reported a lifetime of 624 ± 32 fs [14] for the 1248-keV state,
lower than all the other results. They reported 543 ± 49 fs for the 7/2− state at 4451 keV, which is also much lower
than another measurement of 1030 ± 210 fs [15]. For the second excited state at 2234 keV, our result 250 ± 80 fs
agrees with the only literature value of 320±80 fs [11]. We obtained consistent lifetime values and limits for all γ-ray
lines using the standard frequentist approach.

We performed theoretical calculations using the shell-model code NuShellX [540] in the sd-shell-model space
involving the π0d5/2, π1s1/2, π0d3/2, ν0d5/2, ν1s1/2, and ν0d3/2 valence orbits. Five universal sd-shell type A
(USDA) [119], type B (USDB) [119], type C (USDC) [120], type E (USDE), and type I (USDI) [120] Hamiltonians
have been used in our calculations. Given that decay widths are very sensitive to energies, we have applied a
correction to the theoretical γ-ray partial widths (Γγ) based on the experimental energies [9]. Each theoretical Γγ is
obtained using the effective M1 and E2 transition operators [121] and then scaled for the E2L+1

γ energy dependence,
where L denotes the multipolarity of the radiation.

All the measured and calculated lifetimes of 31S states are summarized in Table 2. The negative-parity 4971-keV
state is not matched with any theoretical state as cross-shell excitations were not taken into account in our shell-
model predictions. The calculated γ decay of the 1248-keV state is dominated by an M1 transition. Correcting for
the USDB-calculated partial lifetime for the E2 transition of 6.9 ps, the experimental partial lifetime for the M1
transition is 1.33(26) ps. This gives an experimental transition probability of B(M1)exp = 0.022(4) µ2

N . With B(M1) =
[M(M1)]2/(2Ji + 1), where M(M1) is the transition matrix element and Ji is the spin of the γ-emitting state, we have
|M(M1)|exp = 0.30(3) µN to be compared with, for example, |M(M1)|USDA = 0.22 µN and |M(M1)|USDB = 0.17 µN . The
comparison between theory and experiment for other M(M1) values in the sd shell is shown in Fig. 4 of Ref. [121].
It is observed that theory and experiment differ by about ±0.3 µN independent of the size of M(M1). The present
results are consistent with this observation. The measured lifetimes of all other states are in good agreement with our
shell-model calculations. The lifetimes of most states in the mirror nucleus 31P have been well measured [123] and
are listed in Table 2 for comparison. The lifetimes for all the mirror states are consistent with isospin being a good
symmetry in the 31P-31S system.

Dedicated shell model calculations have been performed to reproduce the strong isospin mixing between the
6390-keV state and the nearby isobaric analog state [8, 443, 122]. We obtained τ = 1.3 fs using a shifted USDC
Hamiltonian. Limited mainly by the low statistics collected on the 6390→ 2234 keV transition, we are not able to set
a finite constraint on the lifetime of the 6390-keV 31S state. The posterior clearly favors a short lifetime as it exceeds
the prior below 20 fs (Fig. 21). An upper limit of the lifetime τ < 20 fs is equivalent to a lower limit on the decay
width of Γ > 33 meV. Combining with the finite proton branching ratio value [443] yields a resonance strength of

Table 2: Lifetimes of the two lowest-lying 31S states and the 90% confidence upper limits on the lifetimes of four higher-lying 31S states measured
in the present work are listed in column 4. The only other state with previously measured lifetimes [123] is also included (row 6). The spins and
parities (Jπ), excitation energies (Ex), and γ-ray energies (Eγ) of the dominant branch for each state are adopted from Ref. [123]. The excitation
energies and the lifetimes of 31P mirror states listed in the last two columns are adopted from Ref. [123]. All Ex and Eγ are rounded to the closest
integer. A hyphen (−) is placed where the value is unavailable.

Jπ Ex(31S) (keV) Eγ (keV) τexp (fs) τUSDA (fs) τUSDB (fs) τUSDC (fs) τUSDE (fs) τUSDI (fs) Ex(31P) (keV) τ(31P) (fs)
3/2+ 1248.60(8) 1248.68(10) 1120(180) 1794 2633 2428 2735 2734 1266.08(8) 736(35)
5/2+ 2234.33(11) 2234.19(22) 250(80) 285 311 306 325 317 2233.63(8) 369(25)
1/2+ 3076.54(14) 3076.24(20) <11 16 14 13 15 12 3134.3(4) 10.2(6)
3/2+ 3434.93(19) 2186.33(33) <16 19 16 15 15 14 3506.1(6) 12.7+2.3

−1.7
7/2− 4449.86(23) 1165.7(4) 790(240) − − − − − 4430.84(11) 612(45)
3/2− 4970.8(8) 4970.2(9) <7 − − − − − 5015.2(8) 11(7)
1/2+ 5156.2(3) 5155.7(6) <15 3.0 3.2 3.3 2.7 4.2 5256.8(15) <15
3/2+ 6390.46(16) 4155.84(31) goal 4.3 24 2.7 1.8 2.8 6380.8(20) <10
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Figure 27: 30P destruction rates for the 30P(p, γ)31S reaction (lower limit denoted by solid red line with upward arrows) and 30P(β+)30Si decay
(dashed blue line) as a function of temperature. The rate derived from Ref. [443] (green band) is shown for comparison. Only the resonant-capture
contribution from the 3/2+ 30P(p, γ)31S resonance is taken into account.

ωγ > 5.5 µeV, consistent with the previous ωγ = 80(48) µeV based on the measured proton branching ratio and a
theoretical lifetime [443].

Here we provide a qualitative picture of the astrophysical impact. The 30P(p, γ)31S reaction and the 30P(β+)30Si
decay are the two main destruction mechanisms for 30P in ONe novae [404]. Assuming a stellar density of ρ =
300 g/cm3 and a hydrogen mass fraction of XH = 0.3 [400], we derive the destruction rates for both processes from
the literature 30P half-life of T1/2 = 2.498(5) min [124] and the newly-determined lower limit on the strength of the
3/2+ resonance, ωγ = 5.5 µeV. Figure 27 shows equal destruction rates of the two processes at 0.26 GK, implying
that the proton capture becomes more likely than the competing β+ decay beyond a temperature within the peak nova
temperatures of Tpeak = 0.1−0.4 GK. The location of the crossing point would affect interesting nova observables,
such as the 30Si/28Si isotopic abundance ratios useful for the identification of pre-solar nova grains [4], the O/S, S/Al,
O/P, and P/Al abundance ratios that are good candidates for nova thermometers [5], and the Si/H abundance ratio as a
useful nuclear mixing meter in ONe novae [6].

10. Conclusion & Outlook

To summarize, we performed DSAM lifetime measurements of 31S states using the DSL facility. We applied the
MCMC-based Bayesian method to rigorously constrain model parameters and quantify uncertainties, demonstrating
the usefulness of Bayesian parameter estimation for DSAM lineshape analyses. As more powerful Bayesian tools are
continuously being developed [53, 54, 55, 97], we expect to see that the framework established in this work has broad
applicability to more lineshape analyses. The methodology can be readily extended to constrain model parameters
based on observations in various contexts.

Our newly-determined lifetime upper limits for the four high-lying states contribute to the understanding of the
nuclear structure of 31S. The observation of γ rays from the 6390-keV state is very promising for future
measurements with higher statistics. This work represents a major step toward an entirely experimentally-determined
thermonuclear rate of the 30P(p, γ)31S reaction. Advancing this work will be the DSL2 facility, consisting of a
segmented Si detector telescope with higher solid angle coverage and reduced γ-ray attenuation. The granularity of
the new telescope provides the position resolution necessary to maintain the angular/kinematic resolution that
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enables gating on excitation energies. The lifetime sensitivity will benefit greatly from the large solid angle and
position resolution of the new telescope.

11. Lifetime of the key 30P(p, γ)31S resonance in novae (EEC S2373)

In classical novae, the 30P(p, γ)31S reaction acts as a nucleosynthesis bottleneck in the flow of material to heavier
masses affecting several observables. The dominant source of uncertainty in the current recommended reaction rate
is the γ decay width of the Jπ = 3/2+, 259.81(29)-keV resonance at Ex = 6390.46(16) keV in 31S. We propose
to measure the lifetime of the key 31S resonance using the Doppler Shift Lifetimes 2 (DSL2) facility at TRIUMF.
The 31S excited states will be populated by the 3He(32S, α)31S reaction. The deexcitation γ rays will be detected
by a clover-type high-purity germanium detector in coincidence with the α particles detected by a silicon detector
telescope. We will employ the Doppler-shift attenuation method and Markov chain Monte Carlo-based Bayesian
statistical techniques to perform lineshape analyses of γ-ray data. Our primary objective is to establish the first
experimental constraint on the lifetime, with statistically meaningful rigorous uncertainty quantification. Combining
the well-known energy, spin and parity, and proton-decay branching ratio of this resonance, we will be able to pin
down the 30P(p, γ)31S reaction rate, enabling more accurate simulations of nova observables.

12. Scientific Value

Classical novae are among the most frequent thermonuclear stellar explosions in the Galaxy. They are powered
by thermonuclear runaways occurring in the accreted envelope transferred from a companion star onto a compact
white dwarf in a close binary system [404, 400]. The 30P(p, γ)31S reaction plays an important role in understanding
the nucleosynthesis of A ≥ 30 nuclides in oxygen-neon novae [3]. The uncertainty in the 30P(p, γ)31S rate impacts
the nova observables, such as the 30Si/28Si isotopic abundance ratios useful for the identification of pre-solar nova
grains [4], the O/S, S/Al, O/P, and P/Al abundance ratios that are good candidates for nova thermometers [5], and
the Si/H abundance ratio, which can be used to constrain the degree of mixing between the white dwarf’s outer
layers and the accreted envelope [6]. It is not currently possible to measure the 30P(p, γ)31S reaction directly because
intense low energy 30P beams are not available. Through nuclear structure measurements, the thermonuclear rate of
the 30P(p, γ)31S reaction over most of the peak nova temperatures (0.1−0.4 GK) has been found to be dominated by
ℓ = 0 proton capture into a 260-keV resonance [7, 8, 123] (Fig. 28). Recent experimental work has unambiguously
determined the energy, the spin and parity, and the decay branching ratios of this resonance [8, 9, 443], leaving the
lifetime as the largest remaining source of uncertainty in the resonance strength, as well as the last missing piece of
experimental information for this state.

Until Feb 2023, only five relatively long-lived 31S states at 1248 [11, 12, 13, 14], 2234 [11], 4451 keV [14, 15],
6376 keV [15], and 6833 keV [15] had reported lifetime measurements. In our experiment S1582 with the original
Doppler Shift Lifetimes (DSL) facility at TRIUMF, we determined the lifetimes of the two long-lived 31S states at
1248 and 2234 keV and obtained strong upper limits on the lifetimes of four short-lived states at 3076, 3435, 4971,
and 5156 keV for the first time. We applied Markov chain Monte Carlo (MCMC) based Bayesian inference techniques
to analyze γ-ray lineshapes acquired with the Doppler-shift attenuation method (DSAM) for the first time. We also
observed evidence for γ rays originating from the astrophysically important 3/2+ resonance at 6390 keV, and the
probability distribution obtained from Bayesian analysis suggests a lifetime below 20 fs. Shell model calculations
using USD Hamiltonians predicted its lifetime to be 4.3 fs (USDA), 24 fs (USDB), 2.7 fs (USDC), 1.8 fs (USDE),
2.8 fs (USDI), and 1.3 fs (USDC-shifted) [62, 125, 126]. The lifetime of its mirror state in 31P at 6380.8(20) keV was
measured to be τ < 10 fs [127]. Based on the aforementioned studies, we can estimate that the lifetime falls within the
femtosecond range, and therefore, the DSAM remains the most applicable approach. However, in order to establish
stronger constraints on the lifetime, it is necessary to conduct a more sensitive measurement [62].
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Figure 28: Known decay scheme of the 30P(p, γ)31S resonance at 6390 keV. The excitation energies and the proton separation energy are in units
of keV and adopted from Ref. [123]. The transition energies and decay branching ratios are adopted from Refs. [8, 9, 443, 125].

13. Experimental Equipment

Motivated primarily by the unknown or imprecise lifetimes of excited states of astrophysical importance, we built
the DSL facility at TRIUMF. As shown in Fig. 29, a scattering chamber was designed to provide a clean environment
conducive to detecting γ ray emission from excited nuclear states populated in heavy ion-induced transfer reactions in
inverse kinematics [57]. Reaction products gain more energy in inverse kinematics and lead to larger Doppler shifts
in γ ray peaks, thereby improving the lifetime sensitivity of the DSAM.

Since its completion in 2005, the DSL setup has been used with (3He, α) reactions to measure the lifetimes of
19Ne states relevant to the 15O(α, γ)19Ne reaction rate [58, 59], the lifetimes of 15O states relevant to the 14N(p, γ)15O
reaction rate [56], the lifetimes of 23Mg states relevant to the 22Na(p, γ)23Mg reaction rate [60], and the lifetimes of
31S states relevant to the 30P(p, γ)31S reaction [62, 61].

There are several factors that limit the sensitivity of the DSL lifetime measurements. The maximum beam power
that can be tolerated without degrading the target by 3He diffusion is 0.37 W, corresponding to a beam intensity of
1.8 × 1010 pps or 2.88 pnA. We cannot significantly increase the 32S beam intensity above what was used in S1582
due to target heating. Also, we cannot increase the amount of 3He implanted due to blistering of the Au substrate. As
a result, our focus has been on improving the detection efficiency. In 2021, we upgraded the DSL facility to DSL2 by
replacing the two ORTEC B Series silicon surface barrier detectors [63] with a 139 µm thick MICRON W1 double-
sided silicon strip detector (DSSD) [128] and a 1011 µm thick MSX25 single-sided silicon detector [129] (Fig. 30).
The surface area of the two ORTEC detectors was 150 mm2. Limited by the aperture in front of them, the telescope
only covered 1.0% of the 4π solid angle. In contrast, the new telescope consists of larger detectors with an area of
2500 mm2 and is able to cover approximately 17% of the 4π solid angle.

We have developed a detailed Monte Carlo simulation using geant4 [522, 523] to model the γ-ray lineshapes
obtained by both DSL and DSL2 (Fig. 31). Based on our simulation results on the key 31S resonance, the α detection
efficiency is increased by a factor 11 primarily due to the much higher solid angle coverage of the new Si telescope.
The γ-ray detection efficiency is increased by a factor of 1.3. This improvement is attributed to the elimination of the
collimator and detector mount, resulting in less attenuation of γ rays between the target and the Ge detector in DSL2.

37



Figure 29: Schematic of the DSL experimental setup. The ejectile aperture has been removed in the DSL2 setup.

With the same amount of beam time, the overall statistics of the γ ray of interest at 4156 keV can be increased by a
factor of 14, which will greatly benefit the sensitivity of lifetime measurements. Furthermore, the overall lineshape
observed in DSL2 is subject to more kinematic broadening, but we can leverage the segmented feature of the DSSD
to investigate lineshapes by selectively gating on α-particles in individual pixels.

The DSL2 setup has been successfully commissioned during the first run of S2193: Lifetime of the key
22Na(p, γ)23Mg resonance in novae, in December 2022 [130]. The data analysis is currently in progress [131].
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DSL1
Figure 30: Comparison between the DSL and DSL2 setups.
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DSL1
DSL2  all 256 pixels
DSL2  4 inner pixels (8,9)
DSL2  4 outer pixels (10,11)

DSL2  all 256 pixels
DSL1

DSL2  4 inner pixels (8,9)
DSL2  4 outer pixels (10,11)

Figure 31: α and γ-ray spectra for the 6390 keV→ 2234 keV transition in 31S. The simulation is performed using the DSL1 and DSL2 configuration,
respectively, while assuming an equal amount of beam time.
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14. Description of the Experiment

The experiment will be conducted using the DSL2 facility [57] at TRIUMF-ISAC-II. A 1.8 × 1010 pps, 128-
MeV 32S7+ beam will bombard a 3He-implanted Au target and the excited states in 31S will be populated via the
3He(32S, α)31S reaction. 128-MeV beam energy corresponds to a center of mass kinetic energy of ECM = 11 MeV
used by a (3He, α) measurement in regular kinematics [83]. The target will be kept cool via BeCu fingers in contact
with a BN plate attached to a LN2-cooled Cu shroud. The thermal gradient between the target ladder and the Cu
shroud prevents losses of the implanted 3He through heating while mitigating the condensation of contaminants on
the surface of the target [61]. The α particles will be detected by the Si detector telescope placed 18.4 mm downstream
of the target. The beam and the heavy recoils will be fully stopped inside the 25 µm-thick Au foil. Deexcitation γ rays
will be detected by a GRIFFIN Ge detector [64, 65] placed at a distance of 78 mm from the target, centered at 0◦ with
respect to the beam axis. The signals from the preamplifiers of the Si and Ge detectors will be collected by the 14-bit,
100-MHz, GRIF-16 digitizers. The data will be processed by the GRIFFIN DAQ [75] and unpacked by the GRSISort
program.

The Si detectors will be calibrated using a source containing 239Pu, 241Am, and 244Cm, with strong α lines at
5.155 MeV, 5.486 MeV, and 5.805 MeV. A linear calibration will be applied and used to extrapolate to higher
energies. The extrapolation will be verified by comparing the energy loss of punch-through particles to srim
calculations [491]. The GRIFFIN Ge detector will be calibrated using a 56Co source. A line from 197Au Coulomb
excitation at 279.01(5) keV [67] and a line from 39K produced in 32S+12C fusion evaporation at
2814.06(20) keV [68] are usually observed with high statistics. The vast majority of the γ rays constituting these
lines were emitted after the recoils stopped; hence, they are unshifted and can used as run-by-run calibration
standards. The accuracy of the calibration at high energies will be verified by a 6128.63(4)-keV γ ray originating
from the deexcitation of the second excited state in 16O [69]. The energies deposited in all four crystals of the Ge
detector will be summed together to increase the photo-peak efficiency while reducing the Compton scattering
background [64]. Lifetimes of 31S states will then be determined from a lineshape analysis of this addback spectrum.

After the calibration, we will select α particles with specific energies based on relativistic reaction kinematics,
to suppress the competing reaction channels and indirect feedings from higher-lying levels. This approach ensures a
direct level population by the transfer reaction, leading to significantly cleaner γ-ray spectra for lineshape analysis. To
model the lineshapes in the geant4 simulation, the GRIFFIN Ge detector response has to be accurately characterized.
We will employ an empirical technique by fitting an exponentially modified Gaussian function [516] to unshifted
γ-ray peaks originating from long-lived states populated by Coulomb excitation and fusion-evaporation reactions at
279.01(5) and 547.5(3) keV [197Au] [67], 2814.06(20) and 3597.26(25) keV [39K] [68], 3736.5(3) keV [40Ca] [81],
and 6128.63(4) keV [16O] [69].

15. Readiness

We possess all the equipment needed for the experiment at TRIUMF.

16. Beam Time Required

We acquired ∼110 hours of data in S1582 using the original DSL setup and observed a total of 51 ± 11 counts in
the 4156-keV dominant decay branch of the key 31S resonance at 6390 keV, corresponding to 0.46 counts per hour.
Based on the geant4 simulation and assuming a beam rate similar to that of S1582, we anticipate 6.6 counts per hour
in S2373. This translates to a total of 1020 counts over a period of 152 hours. To investigate the lifetime sensitivity
that can be achieved with a factor of 20 increase in statistics, we have generated the same amount of synthetic data for
the 4156-keV γ-ray line and incorporated a realistic background level based on our observations in S1582.

The literature energy of the γ ray, the background level beneath the peak, and the stopping power of the target foil
have been identified as the most significant factors affecting the lineshapes and, consequently, the inferred lifetime.
In the Bayesian framework, the model parameters are viewed as random variables. By varying these parameters
within a reasonable range, we first run the geant4 simulation with ∼300 parameter settings (Fig. 32). We have
established the analysis framework based on the surmise package [97, 116] developed by the Bayesian Analysis for
Nuclear Dynamics (BAND) Collaboration [53]. Briefly, we standardize the simulation outputs, perform Singular
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Figure 32: Lineshape analysis of the 4156-keV γ-ray line from the 6390 keV → 2234 keV transition in 31S. The lineshapes assuming τ = 3 fs
(top two panels) and 0 fs (bottom two panels) are shown as data points with statistical error bars in both panels. Prior lineshape (red, upper panel):
hundreds of lineshapes generated by varying each parameter within its prior range in the geant4 simulation. Posterior predictive lineshape (blue,
lower panel): 95% credible interval constructed with the number of counts in each bin corresponding to the parameter posterior distributions.
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Value Decomposition (SVD) on the standardized data matrix to identify principal components, and then project the
original simulator outputs onto a lower-dimensional space spanned by an orthogonal basis. This way, the high-
dimensional model outputs / observable space are transformed into a reduced number of uncorrelated latent outputs
using principal component analysis (PCA) [95]. Typically, we set the number of principal components to capture
99.99% of the variance of the model. This means the reduced data set using PCA still retains most of the important
information from the original data set. We fit a Gaussian Process (GP) model for each latent output, use the fitted GP
model to predict the mean, variance, and covariance matrix, and reconstruct them in the original high-dimensional
space through the inverse PCA transformation. When computing the likelihood during MCMC sampling at another
parameter setting, the simulator output is represented by the trained emulator’s predictive mean and covariance, and
the prediction uncertainty from the emulator is integrated within the likelihood. GP is computationally efficient and
accurately accounts for the uncertainty associated with emulation, which is suited for Bayesian parameter estimation
purposes [96].

The final results obtained from the MCMC sampling are demonstrated in Fig. 33. The lifetime value and its
1σ uncertainties are typically determined by extracting the 16th, 50th, and 84th percentile values from the posterior
distribution. In situations where the lifetime falls beyond our sensitivity and is compatible with zero, we can establish
its upper limit at a 90% confidence level by using the 90th percentile value from the posterior distribution. The
inferred lifetime values closely align with the true values used to generate the pseudo data, serving as a closure test
for validation of our Bayesian parameter inference framework. One important merit of Bayesian methods is that a
posterior distribution offers more detailed information than a point estimate or an interval from frequentist methods
so that uncertainty propagation can work with richer information than that conveyed by a point estimate [28, 113].
The 2D correlations between parameters allow us to easily capture features, patterns, or anomalies. The lineshapes
based on the prior and posterior distributions of parameters are shown in Fig. 32. The close resemblance between
the prediction bands and the measured lineshapes indicates the constraining power provided by the experimental data.
With the higher statistics offered by DSL2, it may also be possible to extend the lineshape analysis to other weaker
transitions from the resonance to achieve even higher sensitivity on the lifetime, thus facilitating a clearer distinction
between the shell-model predictions and contributing to the understanding of the nuclear structure of 31S.

Fig. 35 demonstrates how well we can constrain the resonance strength and the reaction rate with the inferred
lifetime. Combining τ = 3.1+1.6

−1.3 fs and τ ≤ 2.5 fs (90% CI), respectively, with our experimentally determined proton
branching ratio Bp = 2.5+0.4

−0.3 × 10−4 [443] yields resonance strengths ωγ = 35+26
−13 µeV and ωγ ≥ 43 µeV (90% CI),

respectively. Combined with the well-measured resonance energy Er = 259.81(29) keV [123], the reaction rate and
its uncertainties can be determined without relying on any theoretical assumptions for the first time. Combining with
the known properties of other resonances making small contributions within the Gamow window [84, 85, 86, 87, 88,
89, 90], the total thermonuclear 30P(p, γ)31S rate can be determined.

We can apply Monte Carlo reaction rate calculations, in which all of the measured nuclear physics properties
entering into the reaction rate calculation are randomly sampled according to their individual probability density
functions. Instead of reporting a single value at a given temperature, our result will be statistically meaningful
recommended reaction rates and uncertainties that correspond to a desired coverage probability that takes into
account the uncertainties of all inputs in a consistent manner [544, 545, 546, 547, 548]. The code RatesMC can also
account for correlations between nuclear quantities that enter those calculations and possible interferences between
resonant amplitudes [137, 138]. Reaction rates at low temperatures that are dominated by a few isolated resonances
have been found not to be substantially affected by correlation effects [137, 138]. Therefore, our 30P(p, γ)31S Monte
Carlo rate is computed assuming no correlations between the physical quantities that enter the rate calculation.

The next potential step is to employ these rates in Monte Carlo nucleosynthesis studies. Notice that we are
referring to two different Monte Carlo procedures: the first is used to derive reaction rates by randomly sampling over
the experimental nuclear physics input, while the second refers to estimating abundances by randomly sampling over
the reaction rates.

To investigate the astrophysical impact, we will perform hydrodynamic simulations of oxygen-neon novae with the
spherically symmetric, implicit, Lagrangian, hydrodynamic code shiva coupled to a full nuclear reaction network [404,
139]. Briefly, the 30P(p, γ)31S reaction rate and the 30P(β+)30Si decay are the two main destruction mechanisms
for 30P in ONe novae [404]. Fig. 35 shows the proton capture becomes more likely than the competing β+ decay
beyond a temperature within the peak nova temperature range of Tpeak = 0.1−0.4 GK. The location of the crossing
point influences the predicted Si isotopic ratio for ONe nova ejecta. With the experimentally determined 30P(p, γ)31S
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Figure 33: Posterior distributions of the model parameters for the 31S 3/2+ resonance at 6390 keV assuming a lifetime τ = 3 fs and 0 fs, respectively.
Diagonals: prior (red) and posterior (blue) distributions of each parameter. From top left to bottom right: Lifetime τ (fs), γ-ray energy Eγ (keV)
of the dominant branch, relative background bkg, and relative stopping power sp. Off-diagonals: joint distributions showing correlations between
pairs of parameters.
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Figure 34: Same as Fig. 33, but with half statistics (510 counts).
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rate, we can eliminate the nuclear uncertainties in reaching a concrete prediction regarding a series of isotopic and
elemental abundance ratios in nova ejecta. This will provide valuable insights into identifying the origin of several
presolar grains with enhancements in the 29Si:28Si and 30Si:28Si ratios. The elemental abundance ratios of O:S, S:Al,
O:P, and P:Al exhibit a strong dependence on both nova temperature and the 30P(p, γ)31S rate. The new rate from this
work will allow us to reduce the dominant nuclear uncertainties and make these ratios more robust nova thermometers.

 = 35     eV+26
13

 = 3.1      fs+1.6
1.3

  43 eV
(90% CI)

  2.5 fs (90%CI)

Figure 35: Left: the strengths of the 260-keV 3/2+ resonance derived from the inferred lifetime of 3 fs and 0 fs, respectively, and the known proton
branching ratio [443]. For τ = 3 fs, the resonance strength and its corresponding uncertainties are determined by using the 16th, 50th, and 84th
percentile values, which are indicated by dashed lines. For τ = 0 fs, the lower limit of the resonance strength is determined using the 95th percentile
value. Right: the corresponding thermonuclear 30P(p, γ)31S reaction rates from the dominant 3/2+ resonance contribution corresponding to these
two scenarios.

To summarize, our analysis has demonstrated that with 19 shifts, we can either obtain a finite value as low as 3 fs
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or set a strong upper limit of 2.5 fs on the lifetime of the astrophysically important Jπ = 3/2+, 260-keV 30P(p, γ)31S
resonance. This level of precision will put the reaction rate on a fully experimental footing for the first time, and will
potentially eliminate the largest nuclear uncertainty associated with the aforementioned nova observables. Taking into
account an additional 2 shifts of downtime, we request a total of 21 shifts (7 days) to run the experiment.

17. Data analysis

The data analysis will be conducted on the FRIB Lab server located at Michigan State University, USA.

18. Lifetime of the key 22Na(p, γ)23Mg resonance in novae (EEC S2193)

The radioactive nucleus 22Na (T1/2 = 2.6 y) is a long-sought target of γ-ray astronomy that is expected to be
produced in thermonuclear explosions on the surfaces of accreting white-dwarf stars (classical novae) [3, 140, 141,
142]. Space-based γ-ray observatories have been on the verge of being able to detect the characteristic 1275-keV β-
delayed γ decay radiation predicted from some of the closest novae over the past few decades and future observatories
will provide higher sensitivity. A precise determination of the 22Na(p, γ)23Mg thermonuclear rate is necessary to
improve the predicted abundances of nuclei in the mass region A > 20 during nova outbursts, including the 22Na
abundance in the ejecta that impacts in turn the predicted 20Ne/22Ne ratios in presolar grains of a putative nova origin,
as well as, the corresponding γ-ray emission flux. A simultaneous goal of the low-energy nuclear physics community
has been to provide the nuclear data necessary to interpret the observations by comparing them to predictions using
nova models coupled to full nuclear reaction networks. Much of the necessary nuclear data on thermonuclear reaction
rates in the vicinity of 22Na has now been obtained.

However, there are persistent and growing discrepancies in the experimentally determined rate of the
22Na(p, γ)23Mg reaction (Q = 7580.79 keV), which destroys 22Na while it is being produced during a nova, affecting
predictions of the ejected yield substantially. A single resonance with a center-of-mass energy of 204 keV and an
excitation energy of 7786 keV in 23Mg dominates the rate of this reaction at peak nova temperatures of 0.1-0.4 GK.
The strength of this resonance has been measured directly twice in challenging experiments with radioactive 22Na
targets yielding discrepant results of 1.8(7) meV [143, 144] and 5.7+1.6

−0.9 meV [145, 146]. The strength can also be
determined by combining the resonance’s lifetime and proton-branching ratio. Measurements have yielded values for
the proton branching ratio of 10(8) × 10−3 [147], 3.7(9) × 10−2 [148], 6.5(8) × 10−3 [149], and
6.8(17) × 10−3 [150, 151], which also span a large range, two finite values the lifetime of 10(3) fs [152] and
11+7
−5 fs [150, 151], and one upper limit of <12 fs [60]. Depending on the combinations of values adopted, the

indirect measurements yield resonance strengths of 0.24(8) meV, 0.4(3) meV, 1.4(5) meV, >0.71 meV, and
>0.16 meV, many of which are inconsistent with the direct measurements [149]. The broad range of finite resonance-
strength values causes the 22Na yield predicted by nova models to vary by a factor of 3.8 [149]. The relevant nuclear
data are summarized in Table 3.

Combining the most sensitive proton branching ratio [149] with the only finite lifetime value [152] leads to the
resonance strength of 0.24(8) meV, which is lower than the directly measured values by approximately an order of
magnitude. It is difficult to imagine that the direct measurements could both be too high by so much. However, the
shell model predicts a lifetime value of 0.6-1.7 fs for the resonance of interest [159], which is an order of magnitude
lower than the measured value [152], and corresponds to a resonance strength of 1.4-4.1 meV when combined with
the same branching ratio. This range is generally consistent with the direct measurements. Therefore, it would be
valuable to produce a second finite lifetime measurement to distinguish between the shell-model prediction and the
existing measurement.

An experiment recently took place at GANIL to measure the lifetime, the proton branching ratio and the spin of the
7786 keV excited state, populated by the 3He(24Mg, α)23Mg reaction [150, 151]. We have fabricated 3He-implanted
targets at TRIUMF and the Lawrence Livermore National Laboratory, by implanting 30-keV 3He ions into a 25 µm-
thick Au foil to an areal density of ∼6 × 1017 cm−2. We have replaced the ORTEC silicon detector telescope used
by the DSL1 facility with a MICRON W1 double-sided silicon strip detector [128] and a MICRON MSX25 single-
sided large area silicon detector [129]. We have conducted a more sensitive lifetime measurement using an upgraded
version of the DSL setup called DSL2 at TRIUMF-ISAC in December 2022. The data analysis is ongoing.
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Table 3: Nuclear data of the key 23Mg resonance. Columns list the reference, experimental method, lifetime τ, spin and parity (Jπ), excitation energy (Ex),
γ-ray energy (Eγ), relative γ-ray intensity (Iγ), the ratio of the 7.3-MeV γ-ray branch to the 5.7-MeV branch (R7.3/5.7), and the proton-decay branching
ratio.

Literature Method τ (fs) Jπ Ex (keV) Eγ (keV) Iγ (%) R7.3/5.7 Γp/Γ

Stegmüller [144] 22Na(p, γ)23Mg − − 7785(3)
7334 −

>3.5 −
− −

Sallaska [145, 146] 22Na(p, γ)23Mg − − 7784.7(12)
7332.7(12) 100

8.4(42) −
5732 12(6)

Jenkins [152, 153] 12C(12C, nγ)23Mg 10(3)
(7/2+) [152]

7784.6(11)a 7333.7(11) 100
∞ −

7/2(+) [153] − −

Kirsebom [60] 3He(24Mg, α)23Mg <12 (7/2)+b 7787.2(6)c 7335 −
∞ −

− −

Kwag [154] 24Mg(p, d)23Mg − 3/2+, 5/2+ 7788(5)
− −

− −
− −

Fougères [151] 3He(24Mg, α)23Mg 11+7
−5 7/2+ 7785.0(7)

7333.0+5
−2 100

>32 6.8(17) × 10−3

5734 <3

Iacob [155] 23Al(βγ)23Mg − (7/2)+ 7787.4
7335.1 100

5.0(12) −5736 20(5)
7786 3.8(25)

Zhai [156] 23Al(βγ)23Mg − (5/2, 7/2)+ 7787.2(6)
7335.2(6) 100

4.3(12) −
5735.4(7) 23

Saastamoinen [148]
23Al(βγ)23Mg

− (7/2)+ 7786.9(5)
7335 −

− 3.7(9) × 10−2
23Al(βp)22Na 5736 −

Goldberg [157] 23Al(βγ)23Mg
− (7/2)+ 7787.2(5)

7335.1(9) 100
4.0(4) 6.5(8) × 10−3

Friedman [149] 23Al(βpγ)22Na 5735.8(6) 25

Basunia [158] Evaluation 10(3) 3/2+, 5/2+ 7784.7(8)
7333.2(11) 100(6)

6.2(22) −
5732 16(4)

a Revised to be 7785.7(11) by Kirsebom [60].
b Adoped by Kirsebom [60].
c Adoped for Doppler lineshape analysis by Kirsebom [60].
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In the case where multiple γ-ray branches deexciting the same level and are observed with high statistics. The
individual γ-ray spectra can be concatenated create a wider/longer observable for the DSL- surmise analysis
framework and would enhance the overall constraining power [98].

19. Machine learning

Artificial intelligence is everywhere. Many people are integrating AI not because they need it but because they
have developed a case of FOMO (fear of missing out).

Artificial intelligence (AI) and machine learning (ML) is a rapidly developing field focused on computational
technologies that can be trained with data to augment or automate human skills. AI encompasses a broader spectrum
of technologies, including rule-based systems, expert systems, and symbolic reasoning. ML focuses specifically on
learning from data to make informed decisions. Over the last few decades, AI has become increasingly prominent in
all sectors of everyday life. This is largely due to the adoption of statistical and probabilistic methods, the availability
of large amounts of data, and increased computer processing power. Machine learning and data science are playing
increasingly important roles in many aspects of modern technology, ranging from biotechnology to the engineering
of self-driving cars and smart devices.

The ability to harness the power of data for intelligent decision-making positions ML as a cornerstone in the
current technological landscape. As we continue to unlock the potential of Machine Learning, its applications in
diverse fields promise to redefine our understanding of automation, decision-making, and problem-solving, ushering
in an era of unprecedented innovation and efficiency.

Machine learning is a subfield of artificial intelligence with the goal of developing algorithms capable of learning
from data automatically. Machine learning represents the science of building models that can perform tasks without
explicit instructions. Unlike traditional programming, where explicit programming is required to perform specific
tasks, ML empowers machines to learn and improve from experience without being explicitly programmed. Machine
Learning systems rely on data-driven algorithms, allowing them to handle a wider range of tasks without the need for
constant manual reprogramming.

19.1. Types of machine learning

Machine learning includes three main categories: supervised learning, unsupervised learning, and reinforcement
learning (Fig. 36).

Supervised Learning - Guided Intelligence: In supervised learning, algorithms are trained on labeled datasets,
where each input is paired with the corresponding desired output. This process enables the model to establish
mappings between inputs and outputs, facilitating predictions for new, unseen data. Regression and classification are
the two primary types of supervised learning. Regression aims to predict continuous numerical values, whereas
classification aims to predict categories or classes for given inputs.

Unsupervised Learning - Discovering Hidden Patterns: Unsupervised learning operates on unlabeled data,
allowing algorithms to identify latent patterns and relationships without explicit guidance. Types of unsupervised
learning tasks include clustering, dimensionality reduction, and association rule learning. Clustering involves
grouping similar data points together into clusters or segments based on their features. An association rule is a
rule-based method for finding relationships between variables in a given dataset.

Semi-supervised learning is similar to supervised learning, but instead uses both labelled and unlabelled data. In
semi-supervised learning, the algorithm learns from a dataset that contains a small amount of labeled data and a much
larger amount of unlabeled data. This approach is particularly useful in scenarios where obtaining labeled data is
expensive or time-consuming, but unlabeled data is abundant.

Reinforcement Learning - Learning through Interaction: Reinforcement machine learning trains machines through
trial and error to take the best action by establishing a reward system. Reinforcement learning involves an agent
interacting with an environment, learning to make decisions through feedback in the form of rewards or penalties.
This paradigm finds applications in diverse domains, such as robotics and strategic game-playing.

Ultimately, selecting appropriate techniques depends on task complexity, dataset size, available resources, and
desired outcome metrics.
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Figure 36: Types of Machine Learning. Adapted from Ref. [160].
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19.2. Machine learning models

Key Components of Machine Learning include data, algorithms, and training.
Data serves as the bedrock of Machine Learning. The quality, quantity, and diversity of data are pivotal in shaping

the efficacy of ML models.
ML algorithms are the intellectual engines that power the learning process. Ranging from elementary linear

regression models to sophisticated neural networks, these algorithms are selected based on the specific nature of the
problem at hand, whether it involves classification, regression, clustering, or reinforcement learning.

Decision trees are a type of machine-learning algorithm that can be used for both classification and regression
tasks. They are based on the idea of recursively splitting the data into smaller and smaller subsets based on the values
of the input features.

Random forest are an ensemble learning algorithm that uses multiple decision trees to make predictions. Random
Forests work by training multiple decision trees on different subsets of the data. The predictions of the individual
decision trees are then averaged to produce the final prediction.

A Support Vector Machine (SVM) is a supervised machine learning algorithm used for classification and
regression tasks. It works by finding the hyperplane that best separates data points of different classes in a high-
dimensional space. The optimal hyperplane maximizes the margin between the nearest data points from each class,
known as support vectors.

Physics Informed Neural Networks (PINNs) use data-driven supervised neural networks to learn the model, but
also use physics equations that are given to the model to encourage consistency with the known physics of the system.
They have the advantage of being both data-driven to learn a model, but also able to ensure consistency with the
physics, as well as being able to extrapolate accurately beyond the available data. As such, PINNs are able to generate
more robust models, with less data.

The training phase embodies the essence of ML, wherein algorithms learn from historical data. Through iterative
refinements of parameters, the model refines its understanding of patterns, minimizing the disparity between predicted
outcomes and actual results.

Nowadays, many large language models can reason through complex tasks and solve harder problems than
previous models in science, coding, and math. These enhanced reasoning capabilities may be particularly useful if
you are tackling complex problems in science, coding, math, and similar fields. For example, ChatGPT-o1 can be
used by healthcare researchers to annotate cell sequencing data, by physicists to generate complicated mathematical
formulas needed for quantum optics, and by developers in all fields to build and execute multi-step workflows.

19.2.1. Neurons
A neuron is a basic building block of a neural network. It’s like a tiny computer that can perform simple

calculations and make decisions based on inputs. Neurons are connected to each other in a network, and they work
together to perform complex tasks, such as image classification or language translation. The inputs to a neuron are
numbers that represent the information, and the output of a neuron is a decision about what to do with that
information.

One of the most crucial roles in neural network architecture is played by activation functions. Activation functions
are simple transformations that are applied to the outputs of individual neurons in the network, introducing non-
linearity to it and enabling it to learn more complex patterns.
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Part II

GADGET & Doppler Technique
20. β-delayed proton and lifetime measurement using a Doppler broadening technique

Background β-decay spectroscopy provides valuable information on exotic nuclei and a stringent test for nuclear
theories beyond the stability line.

Purpose To search for new β-delayed protons and γ rays of 25Si to investigate the properties of 25Al excited states.
Method 25Si β decays were measured by using the Gaseous Detector with Germanium Tagging system at the

National Superconducting Cyclotron Laboratory. The protons and γ rays emitted in the decay were detected
simultaneously. A Monte Carlo method was used to model the Doppler broadening of 24Mg γ-ray lines caused by
nuclear recoil from proton emission. Shell-model calculations using two newly developed universal sd-shell
Hamiltonians, USDC and USDI, were performed.

Results The most precise 25Si half-life to date has been determined. A new proton branch at 724(4) keV and new
proton-γ-ray coincidences have been identified. Three 24Mg γ-ray lines and eight 25Al γ-ray lines are observed for the
first time in 25Si decay. The first measurement of the 25Si β-delayed γ ray intensities through the 25Al unbound states
is reported. All the bound states of 25Al are observed to be populated in the β decay of 25Si. Several inconsistencies
between the previous measurements have been resolved, and new information on the 25Al level scheme is provided.
An enhanced decay scheme has been constructed and compared to the mirror decay of 25Na and the shell-model
calculations.

Conclusions The measured excitation energies, γ-ray and proton branchings, log f t values, and Gamow-Teller
transition strengths for the states of 25Al populated in the β decay of 25Si are in good agreement with the shell-model
calculations, offering gratifyingly consistent insights into the fine nuclear structure of 25Al.

21. Introduction

The investigation of exotic nuclei lying far from the stability line has been one of the attractive topics of nuclear
physics during the past few decades [161]. β-decay studies have proved to be a powerful tool to obtain a variety of
spectroscopic information on nuclei far from stability that are difficult to obtain otherwise [162, 163], which provides
an excellent and stringent test of nuclear structure theories and fundamental symmetries [164] and also deepens our
understanding of the astrophysical rapid proton capture process [165], rapid neutron capture process [166], and p
process [167].

Nuclei near the proton drip line with large Q values for β+ decay and low proton separation energies often decay
by β-delayed proton emission (βp). Since the discovery of the first βp emitter 25Si in 1963, a total of 196 βp emitters
(including isomers) have been identified ranging from C (Z = 6) to Lu (Z = 71) [168]. The β decay of 25Si has been
one of the most studied cases [169, 170, 171, 172, 173, 174, 175, 176, 177, 178]. All the β-decay measurements of
25Si were focused on the proton spectrum, whereas the γ-ray spectrum has not been measured with high statistics.
Construction of the decay scheme based solely on proton spectra could lead to inaccurate assignments. Thomas et
al. [178] reported the most comprehensive measurement but with very limited γ-ray information. They may have
missed some of the low-intensity and high-energy γ rays due to low statistics and low efficiency. The existing
information on 25Si decay properties is still incomplete and therefore motivates new experiments to search for new β-
delayed particles and γ rays. Detecting protons and γ rays in 25Si β decay and the coincidence between them allows
one to reliably construct the decay scheme. 25Si β-decay spectroscopy provides a sensitive and selective means to
probe the properties of 25Al excited states as well as a good verification of the information on the structure of 25Al
previously collected by other experimental approaches.

It should be noted that most of the information on the β-delayed proton decay of 25Si was obtained with silicon
implantation detectors. A major problem for this method is the strong β-summing effect caused by energy deposited
by β particles [162]. Robertson et al. employed a gas-silicon detector telescope to detect 25Si β-delayed protons for
the first time. Despite the small solid angle coverage and the existence of dead layers for incident particles, they were
able to identify several new low-energy proton peaks [177]. Hence, the development of complementary experimental
tools for the clean detection of low-energy β-delayed proton branches is particularly valuable.
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In this paper, the emitted particles and γ rays in the β decay of 25Si were measured simultaneously with high
efficiency and high energy resolution. Combining all available experimental information yields an improved decay
scheme of 25Si, which is compared to theoretical calculations and to the β− decay of the mirror nucleus, 25Na. A
comparison between the mirror Gamow-Teller decays also provides an opportunity to investigate isospin asymmetry.
A nonzero mirror asymmetry parameter implies abnormal nuclear structure, such as halo structure in the initial
and/or final state. In view of the asymmetries reported in the nearby sd-shell nuclei 20Mg−20O [179, 180, 181, 182],
22Si−22O [183, 184], 24Si−24Al [185, 186, 187] 26P−26Na [188, 189], 27S−27Na [190, 191, 192, 193], it is desirable
to extend this test to 25Si and its mirror partner nucleus 25Na [194, 195, 196].

22. Experimental Techniques

The experiment was conducted at the National Superconducting Cyclotron Laboratory (NSCL) in May 2018.
The experimental procedure has been detailed in Ref. [197] and is briefly repeated here for completeness. A 36Ar18+

primary beam was accelerated by the K500 and K1200 Coupled Cyclotron Facility to 150 MeV/nucleon at a beam
current of ∼75 pnA. The secondary 25Si beam was produced via the projectile fragmentation of the 36Ar beam
impinging on a 1363 mg/cm2 thick 9Be target and purified using the A1900 fragment separator [198]. The Gaseous
Detector with Germanium Tagging (GADGET) [197], composed of the Proton Detector and the Segmented
Germanium Array (SeGA) [199], has been built and successfully commissioned to measure the decays for the nuclei
near the proton-drip line. In the current experiment, a total of 3 × 107 25Si ions were implanted into the gaseous
Proton Detector with an average beam rate of approximately 1800 particles per second. The Proton Detector was
filled with P10 gas mixture at a pressure of 780 Torr, which is ideally suited for low-energy proton detection because
the background contributed by β particles was mitigated. The charged-particle measurement was carried out under a
pulsed-beam mode, i.e., the beam ions were delivered for 500 ms, then the decays were detected during the 500-ms
beam-off period. The Proton Detector was mounted at the center of SeGA, which consists of 16 high-purity
germanium detectors arranged into two rings surrounding the Proton Detector. These two rings of eight detectors will
be referred to as “upstream” and “downstream”. The detection for the γ rays emitted from decays was done over both
the beam on/off periods. The preamplifier signals from the Proton Detector and SeGA were read into Pixie-16 cards
(16-Channel 250-MHz PXI Digital Processor) and processed by the NSCL digital data acquisition system [506].

23. Analysis

23.1. γ-ray energy and efficiency calibration

To create a cumulative γ-ray energy spectrum, the spectrum of each SeGA detector was linearly gain-matched run
by run using room background lines at 1460.820 ± 0.005 and 2614.511 ± 0.010 keV from the β decays of 40K [81]
and 208Tl [201], respectively. An exponentially modified Gaussian (EMG) function of the form
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was used to fit each β-delayed γ-ray line in the spectrum. The EMG is characterized by an exponential decay
constant τ, width σ, mean µ, energy x, and area below the curve N. Also, a linear function is added to this formula to
model the local background. Four 25Si β-delayed γ-ray lines with known energies and the corresponding absolute
intensities shown in brackets–451.7(5) keV [18.4(42)%], 493.3(7) keV [15.3(34)%], 944.9(5) keV [10.4(23)%], and
1612.4(5) keV [14.7(32)%] [178, 202, 203]–were observed with high statistics and used as energy calibration
standards. The maximum values from the fits of these γ-ray lines were plotted against the standard energies to
provide an internal energy calibration of each SeGA detector. In this paper, all the γ-ray energies are reported in the
laboratory frame, and all the excitation energies are reported in the center-of-mass frame with recoil corrections
applied. One of the 16 SeGA detectors malfunctioned during the experiment and three of the others displayed
relatively poor resolutions, so these four detectors are excluded from the subsequent analysis. A cumulative spectrum
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incorporating the other 12 SeGA detectors was generated for analysis. The characteristic resolution for the
cumulative SeGA spectrum is 0.19% full width at half maximum at 1612 keV.

To reduce the systematic uncertainty associated with extrapolation, further energy calibration was applied by
including four 25Si(βpγ)24Mg lines known with very good precision at 1368.626(5), 2754.007(11), 2869.50(6), and
4237.96(6) keV as standards [204]. These γ rays are emitted from the recoiling 24Mg after the β-delayed proton
emission of 25Si. Therefore, the γ-ray line shape is Doppler broadened, and the regular EMG function is not suited to
fit the peak. To accurately extract information from each peak, we applied the Doppler broadening line shape analysis.
The detailed procedure will be described in Sec. 23.4.

23.2. Proton energy and efficiency calibration

As detailed in Ref. [197], the anode plane of the Proton Detector is segmented into 13 readout pads, labeled A−M.
The β-delayed proton spectrum is usually produced by event-level summing of the five central pads (A−E) and the
eight surrounding pads (F−M) are usually used to veto the high-energy protons that escape the active volume and
deposit only part of their energy in the active volume. In the current experiment, four veto pads (F, G, L, M) were not
instrumented, so the resulting background caused by the escaping high-energy protons hindered the identification of
low-energy protons. Instead, we could obtain the proton spectrum measured by three central pads (A+C+D) and used
the other six neighboring pads (B, E, H, I, J, K) as veto triggers. The strong β-delayed proton peaks at 402, 1268, and
1924 keV were used for the energy calibration of the Proton Detector. We took a weighted average of the literature
proton energies [173, 176, 177, 178] as calibration standards. The proton information in our paper is incomplete
compared with other literature as our Proton Detector is not sensitive to protons above 2.4 MeV. Besides, the proton-
detection efficiency simulated for full utilization of all 13 readout pads [197] cannot be used in this case. It is simpler
and more accurate to determine the intensities for each proton branch by normalizing the literature relative intensities
to the 25Si(βpγ)24Mg intensities measured in this paper (Sec. 24.2).

23.3. Normalization

In Ref. [197], we investigated the longitudinal beam distribution via the proton drift time distribution, and the
beam in the radial direction was estimated as a Gaussian beam with the transverse distribution determined based on
the distribution of proton counts in different pads of the Proton Detector. The investigation showed that the 25Si beam
ions were mainly contained in the active volume of the Proton Detector. We modeled the Brownian motion of the
25Si atoms using a Monte Carlo simulation. The diffusion of the 25Si atoms is estimated to be less than 1 cm within
four lifetimes, and there was very little drift of 25Si ions to the cathode of the Proton Detector. The β-delayed γ rays
and protons from subsequent decays were detected by the SeGA detectors and the Proton Detector, respectively. The
geometry of our experimental setup and the beam spatial distribution were used as inputs for a geant4 [522, 523]
Monte Carlo simulation to determine a γ-ray photopeak efficiency curve for the SeGA detectors. We then verified the
simulated efficiency curve by using a 152Eu calibration source [525] between 245 and 1408 keV and 23Al data [156]
up to 7801 keV. The source data were taken with the 152Eu source placed at the center of SeGA before the Proton
Detector was installed and the 23Al(βγ)23Mg was measured using the same detection setup in a subsequent experiment
in the same campaign [149]. Although the 152Eu source was absolutely calibrated, our procedure for determining the
absolute intensities of the γ rays only requires relative efficiencies. We extracted the γ-ray efficiency from both data
and simulation, and the simulated efficiency is matched with the measured efficiency when scaled by a constant factor
on the order of unity. The uncertainties associated with the scaling factors are determined to be 0.7% for γ-ray energies
<1.4 MeV based on the 152Eu source data and 4.2% for γ-ray energies >1.4 MeV based on the 23Al data, which give
a measure of the uncertainty on the relative efficiency. We then add a flat 2% uncertainty in the efficiencies at all
energies to account for the γγ summing effect [526]. Ultimately, we adopt a conservative 3% uncertainty envelope for
γ-ray energies <1.4 MeV and a 5% uncertainty envelope for γ-ray energies >1.4 MeV. The uncertainties associated
with the relative efficiencies were propagated through the calculation of each γ-ray intensity.

We adopt an Igs = 21.5(12)% β feeding for the 25Al ground state based on our shell-model calculated Igs = 20.9
and 22.2%. The difference between the two theoretical Igs represents the uncertainty coming from the Hamiltonian
(Sec. 24.6). We can perform the normalization by requiring the intensity of all decay paths sum to 100%:
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Iβp + Iβγ + Igs = 100%,
Iβpγ

Iβp
= 59.0(5)%,

(8)

where Iβp is the total intensity of all 25Si(βp)24Mg transitions, and Iβγ is the total intensity of all 25Si(βγ)25Al
transitions. The intensity of the 25Si(βpγ)24Mg (Iβpγ) accounts for 59.0(5)% of the total 25Si(βp)24Mg intensity based
on the previous β-delayed proton measurements [176, 177, 178]. The remainder of our normalization procedure is
entirely based on the γ-ray intensities. Using the simulated relative efficiency and the number of counts in each
peak extracted from the EMG fits yields the intensity for each γ ray. Multiple γ rays in one cascade are treated
as one transition. Thus, we determine the total intensities of the β-delayed proton and β-delayed γ decays to be
Iβγ = 40.1(14)% and Iβp = 38.3(15)%, respectively. These values can be converted into the β feedings to all the
unbound 25Al states Iunb = 39.3(15)% and all the bound 25Al states Ibnd = 60.7(18)% when taking into account the
weak γ-ray intensities originating from the unbound states (Sec. 24.3). Our values may be compared with the previous
literature values of Iunb = 40.5(14)% [176], 37.7(15)% [177], and 35.2(12)% [178] and Ibnd = 58.7(13)% [176],
61.9(26)% [177], and 66(9)% [178].

23.4. Doppler broadening analysis

When a proton is emitted from a nucleus, the daughter nucleus will recoil with equal and opposite momentum as
the ejected proton due to the conservation of momentum. If a γ ray is emitted while the nucleus is still recoiling, it
will be Doppler shifted in the laboratory frame. For an ensemble of such events, the resulting γ-ray line shape in the
measured energy spectrum will be Doppler broadened. In this experiment, we observed four γ-ray lines emitted from
the 24Mg recoiling in the gas after the β-delayed proton emission of 25Si. Detailed Monte Carlo simulations have been
developed to model the Doppler broadening. The results are then compared to the actual γ-ray data [526, 206, 207,
208, 209, 210]. The simulation takes into account the energy and relative intensity of each proton branch populating
the 24Mg excited state, the energy of the γ ray deexciting the 24Mg excited state, the lifetime of the 24Mg excited state,
the stopping power of the implantation material (780-Torr P10 gas), and the response function of each SeGA detector.

Robertson et al. [177] and Thomas et al. [178] reported the most comprehensive 25Si(βp)24Mg assignments and
they are generally in agreement. Hence, we adopted their proton energies and proton feeding intensities in the
simulation. The stopping power of the recoiling 24Mg in P10 gas is estimated as a function of energy using the code
srim, which is expected to be accurate to within 10% [491]. The lifetimes for the three low-lying 24Mg excited states
at 1368, 4123, and 4238 keV have been precisely measured to be 1.92(9) ps, 31.7(3) fs, and 59.2(6) fs,
respectively [204]. An isotropic distribution of γ rays with respect to the proton distribution is assumed in each
simulation. Another input of the simulation is the intrinsic response function for each of the SeGA detectors. By
fitting unbroadened β-delayed γ-ray peaks with the EMG function Eq. (1) at energies of 451.7(5), 493.3(7), 944.9(5),
and 1612.4(5) keV [25Si(βγ)25Al] [202] and 450.70(15), 1599(2), 2908(3), and 7801(2) keV [23Al(βγ)23Mg] [211],
the parameters τ and σ were characterized as a function of energy for each SeGA detector. Every detector has a
different contribution to the total number of counts in the peak depending on its detection efficiency, and the
simulation accounts for this by normalizing the number of counts simulated for each detector.

A linear function is adopted to model the local background and added to each simulated peak when compared to the
actual data. Then, the simulation-data comparison can be done using the classical χ2-minimization method. Because
of the relatively low statistics collected in the present experiment compared to the 20Mg(βpγ)19Ne experiment [526],
the construction of a simulated peak shape follows the same method of Ref. [526] with one major change. Although
least-squares based χ2 statistics (e.g., Neyman’s χ2 or Pearson’s χ2) are widely used for this type of analysis, they do
not always give reliable results for low-statistics data. An alternative method better suited for low-statistics analysis
is to derive a χ2 statistic from a Poisson maximum likelihood function [212, 213]. The “likelihood χ2" is defined in
the equation

χ2 = −2lnλ = 2
N∑

i=1

[
f (xi, θ) − yi + yiln

yi

f (xi, θ)

]
(9)
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where λ is the likelihood ratio, N is the number of bins, yi is the number of counts in the ith bin of the measured
spectrum, and f (xi, θ) is the number of counts in the ith bin (bin center xi) predicted by the simulation. The
minimization of χ2 is equivalent to the maximization of λ. The binned maximum likelihood method is known to miss
the information with feature size smaller than the bin size of the spectrum. It is therefore necessary to use a fine
binning for line-shape analysis. We used a 0.1-keV bin size for the γ-ray spectrum. The application of this likelihood
ratio χ2 method to the 25Si(βpγ)24Mg line-shape analysis is discussed in Sec. 24.2.

24. Results and Discussion

24.1. Half-life of 25Si

The 25Si half-life has been previously measured to be 225(6) ms [170], 218(4) ms [172], 232(15) ms [176], and
222.6(59) ms [177]. A weighted average of all previously published values gives t1/2 = 221.1(28) ms. In Ref. [197],
we have shown the decay curve of 25Si by using the count rate of the 402-keV proton as a function of time during
the decay period of the implant-decay cycle. Here, we further investigated the systematics to provide a half-life
measurement. The 25Si half-life is extracted by fitting the count rate of all the protons within 350−2400 keV recorded
by the five central pads as a function of time elapsed since the beginning of each implant-decay cycle. The decay
in the count rate is enhanced by diffusion of 25Si out of the active volume. This effect is modeled by a Monte Carlo
simulation of the Brownian motion of the 25Si atoms. The effect of 25Si losses due to diffusion out of the central
pads is parametrized by a fourth degree polynomial P4(t − t0) where t is the clock time within the cycle and t0 is the
beginning of the decay period of the cycle. The data are fit using the function

f (t; N, t1/2, t0, B) = Ne−
ln(2)(t−t0)

t1/2 P4(t − t0) + B, (10)

where N is the initial count rate of protons at the beginning of the decay period of the cycle. We measured the
background during the interval between each run and estimated the background level B to be 0.82(2) count/s. The
systematic effect associated with the uncertainty on t0 is estimated to be 0.05 ms, and the systematic effect associated
with the fit range is estimated to be ±0.9 ms by varying t0 and the fit range within reasonable values. The diffusion
is estimated to decrease the decay lifetime by 1.8 ms. However, this assumes that the 25Si is in the atomic form. In
reality, it is plausible that Si atoms bond with hydrogen and carbon atoms that exist in the P10 mixture. As a result, the
diffusion is expected to decrease in a nontrivial manner. We then estimate other systematic effects due to the diffusion
by varying the initial 25Si beam distribution in the volume and the gas pressure of the simulation. The total uncertainty
associated with diffusion is determined to be +0.3

−0.9 ms. Other effects, such as the trigger threshold, the time window for
the trigger, and the contribution of the beam contaminants, are found to be negligible. The effects contributing to the
uncertainty are summarized in Table 4. The final result is determined to be t1/2 = 218.9± 0.5(stat)+0.9

−1.3(syst) ms, where
the uncertainties are statistical and systematic, respectively. This value can be written as t1/2 = 218.9+1.0

−1.4 ms with
the statistical and systematic uncertainties added in quadrature. As can be seen from Fig. 37, our result is consistent
with, and more precise than, all the literature values [170, 172, 176, 177]. We have reevaluated the half-life to be
t1/2 = 219.2+0.9

−1.2 ms by taking a weighted average of all published values.

Table 4: Uncertainty budget for the measured half-life of 25Si.

Source of uncertainty Uncertainty (ms)
Statistics ±0.5

Diffusion of 25Si atoms +0.3
−0.9

Starting time of decay period ±0.05
Fit range ±0.9

Trigger threshold negligible
Event window negligible
Contaminants negligible

Total +1.0
−1.4
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Figure 37: Half-life of 25Si measured in the present paper compared with the values previously measured by McPherson and Hardy [170], Reeder
et al. [172], Hatori et al. [176], and Robertson et al. [177]. The weighed average of all published values is indicated by the solid red band.

24.2. 25Si(βpγ)24Mg
A 1369-keV γ ray originating from the first excited state of 24Mg was observed in the previous 25Si β-decay

measurements [175, 178]. In this paper, we observed three additional 24Mg γ-ray lines following 25Si β-delayed proton
emissions. Figure 38 shows four γ-ray lines at 1369, 2754, 2870, and 4238 keV, corresponding to the deexcitations
from the three lowest-lying 24Mg excited states populated by 25Si(βp). The placement of γ rays is also verified using
γγ coincidences. To remove the disturbance from a room background γ-ray line near the 1369-keV peak, the Proton-
Detector-gated γ-ray spectrum was generated for the 1369-keV peak. This coincidence gate is set by any signal above
15 keV recorded by the Proton Detector, and all the protons emitted from decays essentially have equal probabilities
to trigger a 10-µs backward time window and select the coincident γ-ray signals. Therefore, the Proton-Detector
gate only reduces the number of counts in the 1369-keV γ-ray line and does not alter its relative proton feedings and
the resulting peak shape. Distributions of χ2 values from the simulated and experimental spectra were constructed
for each peak. An example of the χ2 distribution of the 1369-keV γ-ray line is shown in Fig. 39, where the γ-ray
centroid is considered a free parameter for χ2 minimization. The best-fit peak centroid and integral as well as their
statistical uncertainties (χ2

min + 1) were taken from a quadratic polynomial fit of the χ2 distribution. We obtained the
reduced χ2 value (χ2

ν) by dividing the χ2 value by the number of degrees of freedom. Each statistical uncertainty is
then inflated by the square root of the χ2

ν value for the corresponding fit. We are able to achieve a minimum in the χ2
ν

distribution close to 1 for all four 24Mg γ-ray lines, using the proton energies and the relative proton feeding intensities
measured by Thomas et al. [178]. The resultant best fits from the χ2 minimization are shown in Fig. 38. Replacing
the proton energies and the relative proton feeding intensities with the values measured by Robertson et al. [177] in
our simulation yields very similar χ2 values. Our Doppler broadening analysis does not have sufficient sensitivity to
distinguish discrepancies in the intensities of weak proton branches in this relatively low-statistics case. Nevertheless,
their proton inputs both fit the γ-ray data equally well, indicating that both of the previous measurements placed the
majority of the proton intensity in the decay scheme correctly.

The γ-ray intensities per 25Si β decay (Iβpγ) are derived from the integral of each fit corrected for the SeGA
efficiency and normalized to the aforementioned total γ-ray intensity. The lifetime and the fit parameters τ and σ are
varied by their one standard deviation uncertainty and the stopping power is varied up and down by 50% to investigate
the systematic uncertainty. The uncertainties associated with the aforementioned simulated efficiency, the stopping
power of the P10 gas, the lifetime of 24Mg states, the proton feedings, the parameters τ and σ, and the deviation caused
by adopting proton energies and intensities from different literature [177, 178] were added in quadrature to obtain the
total systematic uncertainty. Adding the systematic uncertainties with the statistical uncertainty in quadrature yields
the total uncertainty for each γ-ray intensity.

The 24Al(βγ)24Mg decay from the beam contaminant 24Al might yield a small portion of counts in the
25Si(βpγ)24Mg peaks as they both produce 24Mg excited states. The 24Al(βγ)24Mg lines are unbroadened and should
also be included in the Doppler broadening simulation. A 7070-keV γ-ray peak is identified in the spectrum, and it
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Figure 38: γ-ray spectrum measured by the SeGA detectors magnified at (a) 1369 keV, (b) 2754 keV, (c) 2870 keV, and (d) 4238 keV. We show the
raw spectrum for panel (b), (c), and (d) and the Proton-Detector-gated spectrum for panel (a) to suppress the contribution from a room background
line near the 1369-keV peak. Four upper panels: The Monte Carlo (MC) simulations of the (a) 1369-keV, (b) 2754-keV, (c) 2870-keV, and (d)
4238-keV γ-ray peaks are produced by using lifetimes adopted from the data evaluation [204] and the proton energies and relative proton feeding
intensities measured by Thomas et al. [178]. The black dots represent the data, the solid green lines denote the background model, the dashed red
lines denote the simulated line shapes including different contributions of proton feedings. Each proton feeding is represented by a colored line, and
in the legend it is labeled with a letter p followed by its center-of-mass energy. The dotted orange lines denote the small unbroadened contribution
of the contaminant decay 24Al(βγ)24Mg. Four lower panels: The residual plots show the data subtracted from the simulation. Compared with a
regular EMG fit of each peak, our Doppler broadening analysis substantially improved the χ2

ν and p values, which are shown in the top-left corner
of each panel.
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Figure 39: χ2 distribution of the 1368.672(5)-keV γ-ray line as a function of input γ-ray energy (black squares). A quadratic polynomial fit (solid
red line) was used to determine the best-fit energy and uncertainty.

can only be produced by 24Al(βγ)24Mg. Based on the number of counts and intensity of the 7070-keV γ ray [214],
we estimate that the beam contaminant 24Al comprised 0.13(4)% of the implanted beam ions. Thus, the number of
counts in the 1369-, 2754-, 2870-, and 4238-keV γ-ray peaks contributed by 24Al(βγ)24Mg are quantified based on
the SeGA efficiency at these energies and their known intensities relative to the 7070-keV γ-ray peak [204, 214].

For the 4238-keV 24Mg state, a further correction is required. Since the 4238-keV state has two γ decay paths to
the ground state, the 2870-1369 cascade that does not directly decay to the ground state will yield a small portion of
counts in the 4238-keV peak due to summing in a single SeGA detector. The number of counts in the 4238-keV peak
due to the summing effect is calculated from the number of counts in the 2870-keV peak and the SeGA efficiency
for a 1369-keV γ ray. The loss of photopeak counts for the 1369- and 2870-keV γ rays due to the summing effect
is corrected likewise. After correcting the contaminant counts and the summing counts for the 25Si(βpγ)24Mg peak
integral, we determine the final 25Si(βpγ)24Mg intensities and γ-ray branching ratios (see Table 5).

The two γ rays emitted from the 4238.24(3)-keV 24Mg state at 4237.96(6) and 2869.50(6) keV are measured to
have branching ratios of 75(3) and 25(3)%, respectively. The branching ratios are in agreement with the evaluated
values of 78.2(10) and 21.8(10)% [215], which took a weighed average of the results in Refs. [214, 216] with inflated
uncertainty. We obtain the β-delayed proton feedings to the 1369-, 4123-, 4238-keV 24Mg states per 25Si decay
of Iβp = 21.0(9), 0.94(6), and 0.59(3)%, respectively, by adding all γ-ray decays originating from each state and
subtracting feeding from higher-lying states. The proton feeding to the 24Mg ground state accounts for 41.0(5)% of
the total 25Si(βp)24Mg intensity [176, 177, 178]. Combining this branching ratio and our measured 25Si(βpγ)24Mg
intensities yields an Iβp = 15.7(7)% for the 24Mg ground state. Thomas et al. [178] reported Iβp = 14.3(10), 18.7(15),
1.06(20), and 0.41(12)% and Robertson et al. [177] reported Iβp = 14.96(5), 20.27(5), 1.105(9), and 0.378(8)% for
the 24Mg ground state and excited states at 1369, 4123, and 4238 keV, respectively. The consistency of intensities
further confirms the literature interpretation of 25Si β-delayed proton branches.

24.3. 25Si(βγ)25Al
Figure 40 shows the full γ-ray spectrum measured by the SeGA detectors. The Proton-Detector-coincident γ-

ray spectrum is also shown for comparison. This coincidence gate reduced the statistics for the 25Si(βpγ)24Mg peaks
approximately by a factor of 4, which is related to the implant-decay cycle and the trigger efficiencies of the Proton
Detector for protons. As can be seen from Fig. 40, the relative statistics for the 25Si(βγ)25Al peaks are even lower. This
can be understood by considering the low trigger efficiency of the Proton Detector for β particles. The coincidence
condition suppresses the room background lines substantially and helps verify the origins of the γ-ray lines. Eight
new β-delayed γ rays are clearly observed in the β-decay of 25Si, and the results are summarized in Table 6. The
uncertainty associated with the energy calibration of the SeGA detector and the statistical uncertainty from peak
fitting were added in quadrature to obtain the total uncertainty of each γ ray. For all the 25Si(βγ)25Al peaks reported
in this paper, the dominant source of the γ-ray energy uncertainty is the statistical uncertainty. The absolute intensity
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Table 5: 25Si(βpγ)24Mg measured in the present paper. The 24Mg ground state and three lowest-lying excited states are observed to be populated
by 25Si(βp). The well-known 24Mg excitation energies (column 1) and γ-ray energies (column 3) are adopted from the data evaluation [204].
Column 2 reports the measured 25Si(βp)-feeding intensities to each 24Mg state. Column 4 reports the intensity of each γ-ray transition per 25Si
decay. Column 5 reports the γ-ray branching ratios for each 24Mg excited state.

Ex (keV) [204] Iβp (%) Eγ (keV) [204] Iβpγ (%) B.R. (%)
0 15.7(7) − − −

1368.672(5) 21.0(9) 1368.626(5) 22.1(9) 100
4122.889(12) 0.94(6) 2754.007(11) 0.94(6) 100

4238.24(3) 0.59(3)
2869.50(6) 0.147(14) 25(3)
4237.96(6) 0.44(3) 75(3)

of each γ ray in the β decay of 25Si is determined using the number of counts in the γ-ray peak, the γ-ray detection
efficiency of the SeGA detectors, and the aforementioned total γ-ray intensity. A further correction for the summing
effect is applied whenever necessary. The statistical uncertainty associated with the peak area is obtained from the
peak-fitting procedure. The statistical uncertainty and the systematic uncertainties associated with the SeGA efficiency
simulation are propagated through the calculation of each γ-ray intensity.

The 452- and 1612-keV γ rays correspond to the 100% transitions from the 452- and 1612-keV states to the 25Al
ground state, respectively. The intensity of the 1612-keV γ ray is corrected for the contribution of a nearby 1611.7-
keV β-delayed γ ray of 25Al [202, 217]. There are two γ rays which are emitted from the 945-keV state at 493 and
945 keV, and they are expected to have branching ratios of 61(4) and 39(4)%, respectively [203, 202]. We have
improved these branching ratios to be 58.4(16) and 41.6(16)% in this paper. The 1789-keV state is observed to be
populated by the β decay of 25Si for the first time. There are three γ rays which are emitted from this state with
energies of 844.6(7), 1337.4(16), and 1789.4(9) keV, and their branching ratios are measured to be 44(3), 30.6(20),
and 25.2(19)%, respectively. The measured energies are consistent with the evaluated literature values of 844.6(7),
1337.8(7), and 1789.4(5) keV [202]. The three branching ratios are consistent with the literature values of 39.6(21),
36.1(18), and 23.3(10)%, which are the weighted averages of five previous measurements with inflated
uncertainty [203, 218, 219, 220, 221]. The excitation energy is determined to be 1789.2(6) keV by combining the
three γ-ray energies. This value is of comparable precision to the excitation energy of 1789.5(5) keV reported in the
data evaluation [202], and we have reevaluated the excitation energy to be 1789.4(4) keV by taking a weighted
average of the two values.

In all the previous 25Si decay measurements [169, 170, 171, 172, 173, 174, 175, 176, 177, 178], the proton-
unbound states in 25Al were observed to decay only by proton emission. For the first time, we have observed the
β-delayed γ rays through two unbound 25Al states at 2673 and 7902 keV.

There are four known γ rays which are emitted from the 2673-keV state at 883.8(8), 1728.3(8), 2221.5(8),
2673.1(6) keV [202], and they are expected to have branching ratios of 42.8(8), 0.5(2), 31.4(7), and 25.3(5)%,
respectively [222]. We have observed three γ-ray branches from this state. As can be seen from Table 6, we have
measured their energies and branching ratios to be 883.8(6) keV [37(5)%], 2221.4(18) keV [36(4)%], and
2673.6(6) keV [26(3)%], respectively, which agree with the literature values [202, 222] at the 2σ level. However, our
sensitivity does not allow us to see the weakest 1728.3(8)-keV γ ray from this state. The excitation energy is
obtained to be 2673.4(5) keV from the three γ-ray energies. Combining our result with the excitation energy of
2673.3(6) keV from the data evaluation [202] yields a weighted average of 2673.4(4) keV.

The 5/2+ isobaric analog state (IAS) with isospin T = 3/2 in 25Al is predicted to decay by 36 or 37 γ-ray branches
by our shell-model calculations using the USDC or USDI Hamiltonian, respectively. The three most intense γ-ray
branches at 6288(2), 6955(2), and 7900(2) keV account for 92.4(15)% of its total theoretical γ-ray branch. Their
branching ratios measured by a 24Mg(p, γ)25Al reaction experiment [202, 223] are normalized to be 34(3), 12.0(19),
and 46(3)%, respectively. A theoretical percentage of 80.7(13)% is used to normalize the branching ratios for the two
γ rays at 6289(3) and 7902(3) keV observed in our work. Their branching ratios are determined to be 36(10) and
45(10)%, respectively, in agreement with the previous measurement [223]. The highest-energy γ ray at 7902(3) keV
is assigned as the deexcitation from the IAS to the ground state of 25Al. Its single escape and double escape peaks are
also observed, and the excitation energy of the IAS is determined to be 7903(2) keV by combining the full photopeak
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Figure 40: γ-ray spectrum (upper; black) measured by the SeGA detectors showing the assignments for the photopeaks used to construct the 25Si
decay scheme as well as those from room background. To reduce the room background contribution, a Proton-Detector-coincident γ-ray spectrum
(lower; red) is produced by requiring coincidences with particle signals from the Proton Detector. Each photopeak is labeled by the emitting
nucleus and its energy rounded to the closest integer in units of keV. Peaks labeled with one or two asterisks (*) correspond to single and double
escape peaks, respectively. Peaks labeled with a single dagger (†) are sum peaks with the summation noted. The bump at ∼5910 keV is caused by
the overflow of one detector with unusual gain.
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Table 6: Results from the 25Si(βγ)25Al and 25Si(βp)24Mg decays obtained in the present paper. Columns 1−3 report the spin and parity (Jπi ),
excitation energies (Ei), and β-feeding intensities (Iβ) of each 25Al level populated by the β decay of 25Si, respectively. Columns 4−7 report the
excitation energies of the final states populated by γ-ray transitions (E f ) from each 25Al state, the laboratory frame energies of each γ-ray branch
(Eγ), relative γ-ray branching ratios (B.R.), and γ-ray intensities per 25Si β decay (Iγ), respectively. Columns 8−10 report the excitation energies
(E f ) of the 24Mg states fed by proton emissions from each 25Al state, the energies of the emitted protons in the center-of-mass frame [Ep(c.m.)],
and proton intensities (Ip) per 25Si β decay, respectively.

Jπi [202] Ei (keV) Iβ (%)3
γ-ray transition Proton emission

E f (keV) Eγ (keV) B.R. (%) Iγ (%) E f (keV) Ep(c.m.) (keV) Ip (%)16

5/2+ 0 21.5(12)4

1/2+ 451.7(5)1 − 0 451.7(5)1 100 15.0(6)
3/2+ 944.9(5)1 22.6(7) 452 493.3(7)1 58.4(16) 13.6(5)

0 944.9(5)1 41.6(16) 9.7(4)
(7/2)+ 1612.5(5)1 15.2(9) 0 1612.4(5)1 100 15.3(9)
5/2+ 1789.4(4) 1.46(7) 945 844.6(7) 44(3) 0.76(4)

452 1337.4(16) 30.6(20) 0.52(3)
0 1789.4(9) 25.2(19) 0.43(3)

3/2+ 2673.4(4) 6.8(15) 1789 883.8(6) 37(5) 0.26(3) 0 402.0(9)6 6.1(15)6

945 1728.3(8)1 0.5(2)1 −5

452 2221.4(18) 36(4) 0.25(3)
0 2673.6(6) 26(3) 0.184(17)

5/2+ 3859.1(8)1 0.30(16) − − − − 0 1584(3)7 0.30(16)7

3/2+ 4192(4)1 3.1(7) − − − − 1369 554(10)8 0.49(25)8

0 1924.3(20)7 2.6(7)7

5/2+ 4582(2)1 3.2(5) − − − − 1369 943.7(11)7 1.7(5)7

0 2310.0(9)7 1.5(3)7

(7/2)+ 4906(4)1 0.45(22) − − − − 1369 1268(5)9 0.41(22)9

0 2632(10)10 0.048(10)10

(3/2, 5/2, 7/2)+ 5597(6)1 0.5(3) − − − − 0 3327(4)7 0.5(3)7

(3/2, 5/2, 7/2)+ 5804(4)1 1.7(4) − − − − 1369 2164(3)7 1.7(4)7

− 6063(7)1 0.040(11) − − − − 1369 2453(25)11 0.040(11)11

(3/2, 5/2, 7/2)+ 6170(2)1 0.4(3) − − − − 1369 2486(25)11 0.10(3)11

0 3896(8)6 0.3(3)6

5/2+ 6650(5)1 0.42(25) − − − − 1369 3006(11)7 0.42(25)7

(3/2, 5/2, 7/2)+ 6877(7)1 0.42(16) − − − − 1369 3236(6)7 0.42(16)7

3/2+ 6909(10)1 0.035(11) − − − − 0 4614(9)10 0.035(11)10

3/2+ 7118(5)1 4.8(16) − − − − 1369 3464(3)7 3.6(15)7

0 4845(4)7 1.1(8)7

5/2+ 7240(3)1 1.3(5) − − − − 4238 724(4)12 0.036(15)12

1369 3606(4)7 1.0(5)7

0 4980(4)7 0.28(23)7

(7/2)+ 7422(5)1 0.16(6) − − − − 4123 1037(16)13 0.16(6)13

(3/2, 5/2, 7/2)+ 76461 0.23(14) − − − − 0 5382(11)7 0.23(14)7

− 7819(20)1 0.32(9) − − − − 0 5549(15)11 0.32(9)11

5/2+ 7902.0(14) 13.4(16) 1612 6289(3) 36(10) 0.086(20) 4238 1380(5)9 0.38(14)9

945 6955(2)1 <155 <0.0375 4123 1492(6)9 0.26(13)9

0 7902(3) 45(10) 0.110(19) 1369 4257(3)7 10.3(14)7

0 5628.8(15)7 2.2(6)7

− 7936(20)1 0.45(13) − − − − 1369 4345(17)14 0.45(13)14

(3/2, 5/2, 7/2)+ 8186(3)1 1.0(4) − − − − 4238 1684(12)13 0.18(10)13

4123 1794(3)7 0.51(19)7

1369 4551(5)7 0.3(3)7

(3/2, 5/2, 7/2)+ 9073(7)1 0.13(10) − − − − 0 6798(5)15 0.13(10)15

− 9275(25)2 0.0127(17) − − − − 0 7000(25)2 0.0127(17)2

− 9415(30)2 0.0127(17) − − − − 0 7141(30)2 0.0127(17)2
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energy and escape-peak energies. This value is of comparable precision to the excitation energy of 7901(2) keV
reported in the data evaluation [202], and we have reevaluated the excitation energy of the IAS to be 7902.0(14) keV
by taking a weighted average of the two values. The weakest 6955-keV γ-ray line is less than 3σ above the background
level in our spectrum, and we estimate the 90% confidence upper limit for its branching ratio to be <15%, in agreement
with the literature value of 12.0(19)% [202, 223].

24.4. 25Si(βp)24Mg
The β-delayed proton spectrum of 25Si is shown in Fig. 41. The event-level summing of three central pads

(A+C+D) and an individual spectrum for pad A are shown for comparison. The single pad spectrum is generated
with anticoincidence cuts on all other pads, resulting in a lower background and a fast-declining efficiency as a
function of proton energy. Robertson et al. [177] observed 13 proton peaks below 2310 keV. Hatori et al. [176] did
not observe six of them, and Thomas et al. [178] did not observe two of them at 1037 and 1684 keV. In the present
work, all 13 known proton peaks below 2310 keV have been observed. We have reevaluated the proton energies by
taking a weighted average of available literature proton energies with inflated uncertainty. The proton intensities are
reevaluated by taking a weighted average of available literature proton relative intensities and then normalized to the
25Si(βpγ)24Mg intensities determined in Sec. 24.2. A total of 34 proton energies and intensities are evaluated and
listed in Table 6. The uncertainties of proton intensities reported by Robertson et al. [177] were unrealistically
small [168], and therefore, we take an unweighted average of literature relative intensities and assign an uncertainty
that covers all literature central values. For the three proton emissions at 2453, 2486, and 5549 keV only observed by
Robertson et al. [177], the uncertainties evaluated in this way become zero. Hence, we extract the residuals between
the averaged literature relative intensities and those measured by Robertson et al. [177] based on all other proton
emissions. We derive a standard deviation of all the residuals, and this standard deviation is then factored into the
uncertainties of the intensities for the 2453-, 2486-, and 5549-keV protons. As shown in Fig. 41, the β-particle
background in our proton spectrum is suppressed to as low as 100 keV, enabling the clear identification of a new
proton peak at 724(4) keV. We derive a detection efficiency curve for all other protons based on the number of counts
in each peak observed in the proton spectrum and its corresponding intensity. We then interpolate the efficiency at
724 keV and determine the intensity for the 724-keV proton emission to be 0.036(15)%.
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Figure 41: Proton spectra measured by three central pads A+C+D (upper; blue) and central pad A (lower; red). Each proton peak from the β-
delayed proton decay of 25Si is labeled with its center-of-mass energy rounded to the closest integer in units of keV.

24.5. Proton-γ coincidences and decay scheme
In order to reliably construct the decay scheme, it is desirable to conduct a pγ coincidence analysis. Only two

previous measurements showed a handful of pγ coincidences. García et al. reported the coincidences between
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Figure 42: Coincidence spectrum between the Proton Detector and SeGA detection for 25Si decay. The γ-ray spectrum is magnified at 4238 keV
(top panel), 2754 and 2870 keV (middle panel), and 1369 keV (bottom panel), corresponding to the four γ rays originating from the three lowest-
lying 24Mg states.
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Figure 43: Simplified decay scheme of 25Si. The mass excesses, separation energies, Q values, spins, and parities are adopted from the data
evaluations [202, 204, 230]. The half-life is the weighted average of Refs. [170, 172, 176, 177] and the present paper. The γ-ray energies and the
excitation energies deduced from these γ-ray energies are rounded to the nearest keV. Each γ-ray transition is denoted by a vertical arrow followed
by its γ-ray energy, and the corresponding γ-ray transition intensity is denoted by the thicknesses of the arrow. Each β-decay transition is depicted
by an arrow on the right side of the figure followed by its feeding intensity. The 2673- and 7902-keV 25Al states are observed to decay by both
proton and γ-ray emissions. The newly observed 724-keV proton is emitted from the 7240-keV 25Al state. Each proton transition is denoted by an
arrow between its initial and final states labeled alongside by its center-of-mass energy. For the sake of brevity, we omit other unbound 25Al states.
All the energies and masses are given in units of keV. See Table 6 for details.
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Table 7: Coincidence matrix of the protons and γ rays measured in the β decay of 25Si. The first row corresponds to the γ-ray energy on which
the gate is set. The following rows indicate the protons observed in the gated spectrum. Protons observed in coincidence are indicated with a
checkmark (✓) if the signal is statistically significant. All the energies are rounded to the closest integer and are given in units of keV.

1369 2754 2870 4238
402
554 ✓
724 ✓ ✓
944 ✓
1037 ✓ ✓
1268 ✓
1380 ✓ ✓ ✓
1492 ✓ ✓
1584
1684 ✓ ✓
1794 ✓ ✓
1924
2164 ✓
2310

the 1369-keV γ ray and 3464-, 3606-, and 4257-keV protons [175]. Thomas et al. confirmed the 4257-1369 pγ
coincidence [178]. In the present work, many more pγ coincidences have been directly observed. Figure 42 shows
three regions of the two-dimensional coincidence spectrum between the protons and γ rays from 25Si decay. The
protons and γ rays detected in coincidence are summarized in Table 7 in the form of a coincidence matrix.

The newly identified 724-keV proton is observed in coincidence with the 2870- and 4238-keV γ rays. Hence, we
assign it as a proton transition to the 4238-keV excited state of 24Mg and obtain an excitation energy of
Ex = 7234(4) keV for its proton-emitting state in 25Al. The excitation energy is consistent with a 5/2+ proton-
emitting state, which was previously measured to be 7240(7) keV [224], 7240(3) keV [225], and 7239(5) keV [226],
7243(12) keV [173], 7248(5) keV [176], 7245(8) keV [177], and 7255(7) keV [178], respectively. A decay width of
19(4) keV was reported in a polarized proton scattering experiment [225], which explains the broad peak shape at
724 keV observed in our proton spectrum. Previous 25Si decay experiments [173, 176, 177, 178] observed two
proton peaks at 3606 and 4980 keV, corresponding to the proton transitions from this state to the first excited state
and ground state of 24Mg, respectively. Our Proton Detector is not sensitive to those high-energy protons. Hence, we
have determined the Ip = 1.0(5)% and 0.28(23)% for the 3606- and 4980-keV proton branches, respectively, based
on the relative proton intensities measured in previous 25Si decay experiments [173, 176, 177, 178] and the
aforementioned proton feedings to each 24Mg state (Table 5). No γ-ray branches populating or deexciting the 7240-
keV state have been observed; therefore, the β feeding of the 7240-keV state is determined by adding up the
intensities of the three proton branches from this state.

The γ-ray transitions are placed in the decay scheme shown in Fig. 43 based on the known level scheme in
the database [202, 204], as well as including consideration of spin and parity selection rules and the γ-ray energy
relationships. The level scheme is also verified using γγ coincidences. Except for the γγ coincidences associated
with the two relatively weak γ rays originating from the IAS, all the expected γγ coincidences between other γ-ray
transitions are observed in our paper. All the bound states of 25Al are observed to be populated in the β decay of 25Si.
The β-feeding intensity to a 25Al bound state is determined by subtracting the intensity of the γ rays feeding this level
from the intensity of the γ rays deexciting this level. The feeding of the first excited state of 25Al with Jπ = 1/2+

is consistent with its population by βγ decay rather than directly by a second-forbidden β transition. It is possible
that there exist weak, unobserved γ feedings from high-lying states, and the apparent β feedings for low-lying states
are thus higher than the true β feedings due to the pandemonium effect [227]. We have assessed the extent of this
effect based on the shell-model calculations, and the unobserved γ feedings from high-lying states to each low-lying
state are expected to be negligible (<10−4) due to the dominance of proton emission. The β-feeding intensity to a
25Al unbound state is determined by adding up the intensities of the proton and γ-ray branches from this state. The
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Table 8: Comparison of the mirror transitions in 25Si and 25Na β decays. Column 1 lists the excitation energies of each 25Al state. Columns 2 and
3 report the log f t and B(GT) values for the each 25Si β transition. Column 4 shows the Jπ assignments [202]. Columns 5−7 list the results of the
mirror 25Na β-decay transitions. The mirror-asymmetry parameters δ are reported in the last column. The USDC and USDI shell-model calculated
results for both 25Si and 25Na decays are shown for comparison.

25Si→25Al Present experiment 25Na→25Mg [195, 196]
25Al Ex (keV) log f t B(GT) Jπ [202] 25Mg Ex (keV) log f t B(GT) δ

0 5.306(25) 0.0187(11) 5/2+ 0 5.251(15) 0.0212(7) 0.14(8)
944.9(5) 5.109(14) 0.0294(9) 3/2+ 974.749(24) 5.043(6) 0.0342(5) 0.16(4)

1612.5(5) 5.15(3) 0.0269(19) 7/2+ 1611.772(11) 5.030(8) 0.0352(7) 0.31(9)
1789.4(4) 6.131(22) 0.00279(14) 5/2+ 1964.620(24) 6.045(9) 0.00340(7) 0.22(7)
2673.4(4) 5.27(10) 0.020(5) 3/2+ 2801.46(3) 5.246(9) 0.0214(5) 0.05(24)

25Si→25Al USDC 25Na→25Mg USDC
25Al Ex (keV) log f t B(GT) 25Mg Ex (keV) log f t B(GT) δ

0 5.314 0.0183 5/2+ 0 5.312 0.0184 0.01
1015 5.093 0.0305 3/2+ 1072 5.087 0.0309 0.01
1723 5.208 0.0234 7/2+ 1708 5.183 0.0248 0.06
1882 6.070 0.0032 5/2+ 2012 6.140 0.0027 −0.15
2739 5.127 0.0282 3/2+ 2834 5.135 0.0277 −0.02

25Si→25Al USDI 25Na→25Mg USDI
25Al Ex (keV) log f t B(GT) 25Mg Ex (keV) log f t B(GT) δ

0 5.293 0.0192 5/2+ 0 5.291 0.0193 0.01
1013 5.113 0.0291 3/2+ 1068 5.107 0.0295 0.01
1722 5.206 0.0235 7/2+ 1707 5.181 0.0249 0.06
1890 6.084 0.0031 5/2+ 2020 6.173 0.0025 −0.18
2761 5.139 0.0274 3/2+ 2854 5.147 0.0269 −0.02

excitation energies and β-feeding intensities of all the 25Al levels populated by 25Si β decay are tabulated in Table 6.

24.6. Shell-model calculations
We have performed the theoretical calculations using the shell-model code NuShellX [540] in the sd-shell-

model space involving the π0d5/2, π1s1/2, π0d3/2, ν0d5/2, ν1s1/2, and ν0d3/2 valence orbits. Two modified universal
sd (USD) Hamiltonian [228], USDC and USDI, which directly incorporate Coulomb and other isospin-breaking
interactions [120] were used. A quenching factor q = 0.6 for the Gamow-Teller strength was used in our theoretical
calculation based on the average over the whole sd shell. Given the quenching factors in sd shell ranging from 0.5
near 40Ca to 0.7 near 16O, the theoretical uncertainty associated with the A = 25, q = 0.6 is estimated to be ±0.1. The
theoretical log f t and B(GT) values are reported in Table 8. In general, the characteristics of the decay scheme
measured in the present paper including the excitation energies, β-feeding intensities, log f t, B(GT), and γ-ray and
proton partial widths for the states of 25Al can be reproduced well within the framework of the nuclear shell model.

Low-lying states and the T = 3/2 IAS in 25Al have been unambiguously identified and their excitation energies
have been well measured. Given that decay widths and intensities are very sensitive to energies, we have applied
a correction to the theoretical β feedings, γ-ray partial widths (Γγ), and proton partial widths (Γp) based on the
experimental energies. The Iβ = T/t is determined using the half-life of 25Si, T , and the individual partial half-life for
each transition, t. The latter is scaled from the theoretical t by the phase space factor f using the experimental β-decay
energy of 25Si and the excitation energy of each 25Al state under the assumption of constant f t value. Each theoretical
Γp is calculated by using the theoretical spectroscopic factor and the barrier-penetration factor [229] corrected for the
experimental resonance energy. Each theoretical Γγ is obtained using the effective M1 and E2 transition operators
from Ref. [121] and then scaled for the E2L+1

γ energy dependence, where L denotes the multipolarity of the radiation.

24.7. Mirror asymmetry
With the β-decay energy of 25Si QEC(25Si) = 12743(10) keV [230], the 25Si half-life of 219.2+0.9

−1.2 ms, the excitation
energies of 25Al states, and the β-feeding intensities to 25Al states measured in the present paper, the corresponding
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Table 9: Decay properties of the 2673-keV 3/2+ state in 25Al.

Reference Γγ (meV) Γp (meV) Γγ/Γp ωγ (meV) τ (fs)
[222, 233] 23.8(15) 166(16) 0.143(16) 41.6(26) 6.1+4.8

−3.7
USDC 20.6 173 0.119 36.8 3.4
USDI 21.2 173 0.123 37.7 3.4

Present 23(8)1 202(48)1 0.11(3) 41.6(26)2 2.9(7)

log f t values for each 25Al state can be calculated through the logft analysis program provided by the National
Nuclear Data Center website [231]. The corresponding Gamow-Teller transition strengths, B(GT), are calculated
from the f t values using the following relation:

f t =
K

g2
V B(F) + g2

AB(GT)
, (11)

where K/g2
V = 6144.48 ± 3.70 s [232] and (gA/gV )2 = (−1.2756 ± 0.0013)2 [82], with gV and gA being the free

vector and axial-vector coupling constants of the weak interaction. Our shell-model calculations predict that the Fermi
transition strengths B(F) are negligible for low-lying 25Al states.

The degree of isospin-symmetry breaking can be quantified by the mirror-asymmetry parameter δ = f t+/ f t− − 1,
where the f t+ and f t− values are associated with the β+ decay of 25Si and the β− decay of 25Na, respectively. δ = 0
denotes perfect isospin symmetry. The log f t and B(GT) values for each β-decay transition and the corresponding
mirror-asymmetry parameter are summarized in Table 8. Limited by the Qβ− = 3835.0(12) keV, only five 25Mg
states were observed to be populated by 25Na β decay [194, 195, 196], and each one of them can be matched with a
specific 25Al state measured in our paper. Thomas et al. [178] compared four transitions between the mirror nuclei
25Si and 25Na, and their mirror-asymmetry parameters for three bound states are consistent with but less precise than
our values. We did not observe mirror asymmetry between the transitions to the second 3/2+ state. We observed some
small but significant asymmetries for the other four low-lying states. The theoretical B(GT) values for 25Si decay
are in agreement with our experimental values considering the theoretical uncertainties. Our shell-model calculations
somewhat underestimated the B(GT) value for the 7/2+ state but slightly overestimated that for the second 3/2+ state
compared with 25Na β-decay measurements [194, 195, 196], suggesting that a more careful theoretical treatment is
needed, e.g., using the shell model in conjunction with more realistic radial wave functions and sums over parentages
in the A − 1 nuclei, including a change in the radial wave function overlap factors and how this is connected to the
Thomas-Ehrman shifts. These calculations call for more theoretical efforts in the future.

24.8. 25Al 2673-keV state

The β feeding of the 2673-keV state of 25Al is measured to be Iβ = 6.8(15)% by the sum of the intensities of
the four β-delayed γ rays deexciting the 2673-keV state Iγ = 0.70(4)% and the intensity of the 402-keV proton
Ip = 6.1(15)%. The β feeding of the 2673-keV state is in agreement with the previous measured values of Iβ =
6.93(76)% [176] and Iβ = 8.2(15)% [177]. Thomas et al. reported a smaller Iβ = 4.8(3)% [178], in which the 2673-
keV state was assumed to decay only via proton emission. The ratio Iγ/Ip is equal to the ratio Γγ/Γp. We determine
an experimental value of Γγ/Γp = 0.11(3), in agreement with the Γγ/Γp = 0.143(16) derived from a 24Mg(p, γ)25Al
reaction measurement [233].

Another 24Mg(p, γ)25Al reaction measurement determined the resonance strength of the 2673-keV state to be
ωγ = 41.6(26) meV [222]. The total decay width Γtot is the sum of the Γp and Γγ since they represent the only two
open decay channels for the 402-keV resonance in 25Al. The Γtot and ωγ are related by the following expression:

ωγ =
2Jr + 1

(2Jp + 1)(2JT + 1)
Γp × Γγ

Γtot
, (12)

where Jr = 3/2 is the spin of the 402-keV resonance, Jp = 1/2 is the spin of the proton, and JT = 0 is the spin
of the ground state of 24Mg. The lifetime of the 2673-keV 25Al state was previously measured to be τ = 6.1+4.8

−3.7 fs
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Table 10: Decay properties of the 7902-keV 5/2+, T = 3/2 IAS in 25Al.

Reference Γγ (eV) Γp (eV) Γγ/Γp ωγ (eV)
Ref. [237] 2.0(10) 111(17)1 0.018(9) 1.0(5)
Ref. [223] 0.50(13) 111(17)1 0.0045(13) 0.25(6)

USDC 2.98 111 0.027 1.49
USDI 2.45 111 0.022 1.22

Present 2.1(5) 111(17)1 0.019(3) 1.0(4)

using the Doppler shift attenuation method [233]. This value was converted to a half-life of 4(3) fs and adopted by
the evaluation [202]. The lifetime is inversely proportional to the decay width by τ = ℏ/Γtot, where ℏ is the Planck
constant. Combining the branching ratio Γγ/Γp measured in this paper with the literature ωγ value yields a lifetime
for the 2673-keV state of 2.9(7) fs, which is consistent with, as well as more precise than, the previously measured
lifetime [233]. The decay properties of the 2673-keV state in 25Al are summarized and compared to the USDC and
USDI shell-model calculations in Table 9, and good agreement is obtained for all the quantities.

24.9. 25Al T = 3/2 IAS at 7902 keV

The proton partial width of the lowest T = 3/2 IAS in 25Al was determined to be Γp = 155(50) eV [234, 235]
and 105(18) eV [236], respectively, in two proton scattering measurements with polarized-proton beams. These
two results agree, and a weighted average Γp is deduced to be 111(17) eV. The γ-ray partial width of the IAS was
previously determined to be Γγ = 2.0(10) eV in a 24Mg(p, γ)25Al reaction yield measurement [237] by adopting a
proton branching ratio Ip0/Iptot = 0.17 from the 25Si β-delayed proton measurement [172]. Ip0 is the intensity of the
proton emission from the IAS proceeding to the ground state of 24Mg. Iptot is the total intensity of the proton branches
of the IAS. However, another 24Mg(p, γ)25Al reaction study [223] reported a much smaller Γγ = 0.50(13) eV based on
the measured resonance strength ωγ = 0.25(6) eV and the proton branching ratio Ip0/Iptot = 0.168(13) from another
25Si β-delayed proton measurement [173]. The ratio of the γ-ray partial width to the proton partial width is deduced to
be either Γγ/Γp = 0.018(9) by adopting the Γγ of Ref. [237] or Γγ/Γp = 0.0045(13) by adopting the Γγ of Ref. [223].

The decay properties of the IAS obtained in the present paper are shown in Table 10. The sum of the intensities
for the 7902- and 6289-keV β-delayed γ rays through the IAS is measured to be Iγ = 0.20(3)%. The shell-model
predicts a 19.3(13)% branch for unobserved weak γ rays, so we obtain a corrected Iγ = 0.24(3)%. Based on the
relative proton branching ratios measured in previous 25Si decay experiments [173, 176, 177, 178] and normalized to
our 25Si(βpγ)24Mg intensities, we have determined an Ip = 13.1(16)% for the IAS. Adding Iγ and Ip yields the total
β feeding intensity Iβ = 13.4(16)% for the IAS, corresponding to a log f t value of 3.23(6). The USDC and USDI
shell-model calculations predicted the log f t = 3.31 and 3.39, respectively. The agreement between the measured and
calculated values is good considering the theoretical uncertainties.

We extract the ratio of Γγ/Γp = 0.019(3) from the Iγ and Ip values. Combining our Γγ/Γp ratio with the literature
Γp value [234, 235, 236] yields a Γγ = 2.1(5) eV. We have determined an ωγ = 1.0(4) eV by taking into account the
Ip0/Iptot = 0.17(5), deduced from the intensities of proton emission from the IAS (see Table 6). As can be seen from
Table 10, our results are in good agreement with the results reported by Morrison et al. [237] and are more precise,
but they deviate from the values reported by Rogers et al. [223] roughly by a factor of 4.

The USDC and USDI shell-model calculations estimate the Γγ to be 2.98 and 2.45 eV, respectively, in agreement
with the Γγ = 2.1(5) eV derived from our Γγ/Γp ratio and the Γp from Refs. [234, 235, 236]. The shell model also
indicates that Γp of the IAS depends on the mixing with a predicted nearby 5/2+, T = 1/2 state that has a Γp of
50 keV. Unfortunately, this state has not yet been identified experimentally. The sum of Fermi and Gamow-Teller
contributions is derived to be B(F) + (gA/gV )2B(GT) = 3.6(5) from our measured log f t = 3.23(6). Our shell-
model calculations predict a B(GT) ≈ 0.1 for the IAS. The summed B(F) should fulfill the sum rule

∑
B(F) = 3,

suggesting that the Fermi strength is mainly concentrated on the IAS. The fragmentation of the Fermi strength via
isospin mixing is rather small compared with the strong mixing observed for some special cases [8, 238, 239, 240].
The USDC and USDI shell-model calculations predict that this state is 23 and 9 keV above the IAS, respectively, but
there is an uncertainty of about 150 keV for the predicted energy of each state. It has been shown that this energy
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Figure 44: Γp for the T = 3/2 IAS in 25Al and its neighboring T = 1/2 state as a function of the energy difference between the two states
(Ex3/2 − Ex1/2) calculated by the (a) USDC and (b) USDI shell models. The decay width for the state dominated by the T = 3/2 IAS is shown
by the solid red line, and the decay width for the state dominated by the T = 1/2 state is shown by the dashed black line. The solid blue band
corresponds to the uncertainty of the experimental Γp value for the T = 3/2 IAS [234, 235, 236].
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uncertainty leads to uncertainties of about an order of magnitude for the proton and neutron decay width of IAS in the
sd shell [241]. In order to assess the results for 25Al, we move the relative location of the T = 3/2 and 1/2 states by
adding bT̂ 2 to the Hamiltonian, where T̂ is the isospin operator. For states with good isospin, bT̂ 2|T ⟩ = bT (T + 1)|T ⟩.
The T = 3/2 states are shifted by 3.75b, and the T = 1/2 states are shifted by 0.75b. The results obtained for the IAS
and its neighboring T = 1/2 state obtained by adjusting the parameter b are shown in Fig. 44. If the IAS is moved
down by a few keV, the Γp for the IAS comes into agreement with the well-measured Γp value [234, 235, 236]. This is
equivalent to moving the T = 1/2 state up a few keV. An empirical two-state mixing formalism [238] predicts that the
unperturbed and observed level spacing of the two states differ by less than 1 keV in this case. The USDC and USDI
shell model predicts that the T = 1/2 state is approximately 30 and 44 keV above the T = 3/2 IAS, respectively,
corresponding to 7932−7946 keV for the excitation energy of the T = 1/2 state.

25. Conclusion

By using the GADGET system at NSCL, simultaneous measurements of 25Si β-delayed proton and γ decays were
carried out. We have reported the most precise half-life of 25Si to date. Eight new β-delayed γ-ray transitions were
detected, leading to the population of three 25Al states that have not been previously observed via 25Si β-delayed γ
decay. A total of 14 β-delayed proton branches have been identified, including a new proton peak at 724 keV. We
have confirmed the placement of protons in the decay scheme of 25Si reported by previous literature [177, 178] using
both Doppler broadening line-shape analysis and proton-γ-ray coincidence analysis. We have reevaluated the energies
and intensities for 34 25Si β-delayed proton emissions. A more precise lifetime for the 25Al 2673-keV state has been
extracted, and the discrepancy involving the γ-ray partial width of the 7902-keV T = 3/2 IAS in 25Al in the literature
has been resolved, which demonstrates the potential of utilizing complementary experimental approaches. The mirror-
asymmetry parameters have been deduced for five transitions in the mirror β decays of 25Si and 25Na, which will
contribute to the systematic understanding of the nature of mirror-symmetry breaking. Shell-model calculations using
the USDC and USDI Hamiltonians both reproduce the experimental data well and predict a 5/2+, T = 1/2 state above
the T = 3/2 IAS. It is desirable for future experiments with higher statistics to explore the fine structure near the IAS
and search for the hypothetical T = 1/2 25Al state that exhibits weak isospin mixing with the IAS.

26. Doppler broadened γ-ray lines as a probe of neutron energies and lifetimes

Half of the nuclides heavier than iron are predicted to be produced in the rapid neutron capture process (r-process).
The reproduction of the observed r-process abundance distribution in nucleosynthesis calculations relies on β-decay
data such as half-lives and β-delayed neutron emission probabilities. Experimentally determined β-decay strength
distributions provide stringent tests of models commonly used to predict global β-decay properties for r-process
calculations. We propose to further develop a Doppler broadening line shape analysis method initiated at TRIUMF
to obtain the β-delayed neutron energies and intensities for high-lying states, usually the most challenging region
to access in conventional measurements. This will provide us with the full β-decay strength distributions in the Qβ
windows for 29,30Na. These will be the heaviest β-delayed nucleon emission cases ever measured using this method by
a factor of three, representing a large step toward the longer-term goal of extending this method to the measurement
of β-decays in the mass region of iron and beyond.

27. Scientific Motivations

The rapid neutron capture process (r-process) is known to be responsible for producing roughly half of the nuclides
heavier than iron [242]. Modeling r-process nucleosynthesis requires β-decay properties such as half-lives [243] and
β-delayed neutron emission probabilities (Pn) [244] of a wide range of nuclei across the neutron-rich side of the
nuclear chart.

During the astrophysical r-process, β-decay half-lives set the time scale of the r-process and hence strongly
influence the production of heavy elements in the universe. Theoretical calculations using the quasiparticle random
phase approximation or shell model [245] are commonly employed to make global predictions of various β-decay
properties for neutron-rich nuclei that are not presently accessible experimentally. These calculations are typically
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tested against measured half-lives. The β-decay strength function has been demonstrated to be a more detailed
benchmark of theoretical models than just half-lives [246, 247], but data is typically only available up to the neutron
separation energy in the daughter nucleus. It would be valuable to improve data on the high-excitation-energy part of
the β-decay strength to neutron-unbound states in the daughter nucleus, which becomes increasingly important
towards the drip line.

A large number of the nuclei involved in the r-process are β-delayed neutron emitters. Delayed neutron emission
has a twofold impact on the freezeout of the r-process: it is an important source of neutrons for late-time, non-
equilibrium captures during freezeout and also finalizes the fine details of the abundance pattern [166, 248]. Pn

values are only measured for less than half of the identified β-delayed neutron emitters [249, 250], so similarly,
modeling of Pn values is essential and can benefit from measurements of the high-excitation-energy part of β-decay
strength distributions. A realistic and robust description of the full β-decay strength distributions is crucial for our
understanding of exotic nuclear structure as well as of r-process nucleosynthesis. Modeling of these Pn values also
relies on accurate β-decay strength distributions including the portion to unbound states, as it contains the nuclear
matrix elements for the Gamow-Teller, Fermi, and forbidden decay operators. Data on the β-decay strength
distributions give much more detailed constraints In the past, 3He proportional counters have been widely adopted
for neutron counting, whereas they have low intrinsic efficiencies, limited time resolution and require special safety
measures in their use due to toxicity, flammability or other aspects. In some cases, the neutron efficiency is assumed
to be constant, which might induce systematic effects which cannot be corrected. Several neutron spectrometers
based on liquid/plastic scintillators have been built in recent years. The efficiency is dependent on the neutron energy
and is usually determined with the help of a Monte Carlo simulation, which poses a serious difficulty in the accurate
determination of the Pn values. The overall efficiency of neutron detectors in Pn-value measurements depends on the
assumed β-decay strength distribution, influencing the systematic scatter often observed in reported Pn values.
Therefore, measurements of the β-decay strength distributions will facilitate the accurate estimates of the neutron
detection efficiency, leading to more accurate Pn-value measurements.

28. Methodology

Detecting neutrons is more challenging than detecting charged particles or γ rays, and the identification of the
delayed neutron branches is often complicated due to poor energy resolution and limited statistics [251]. We have
been developing a γ-ray Doppler-broadening technique to measure β-delayed nucleon emissions to excited final states,
as γ rays are relatively easy to detect with good efficiency and resolution. As shown in Fig. 45, when a nucleon is
emitted from a nucleus, following β decay, the momentum of the system must be conserved, so the daughter nucleus
will recoil with equal and opposite momentum as the ejected nucleon. If a γ ray is emitted while the nucleus is
still recoiling, it will be Doppler-shifted in the laboratory frame. For an ensemble of such decays, the resulting γ-
ray line shape in the measured energy spectrum will be Doppler broadened. In 2003, Fynbo et al. made the first
attempt to analyze Doppler-broadened γ-ray line shapes due to the 10Be recoil induced by the 11Li β-delayed one-
neutron emission [206, 207]. Then, two experiments on 11Li(βnγ)10Be [208, 209] were conducted by Sarazin et al.
at the Isotope Separation and Acceleration (ISAC) facility using the 8π γ-ray spectrometer [252] at TRIUMF. They
further demonstrated how information can be extracted from the broadened line shapes and achieved comparable
precision in the neutron energies to those obtained from direct neutron spectroscopy experiments. Recently, the Wrede
Group at NSCL extended the method to higher masses and applied it to proton-rich nuclei: 26P(βpγ)25Al [210] and
20Mg(βpγ)19Ne [526], and 25Si(βpγ)24Mg [516]. Even though protons are relatively easy to detect directly with good
efficiency and resolution, some inconsistencies between conventional decay spectroscopy experiments [179, 180]
were resolved with the Doppler broadening line shape analysis method [526]. This technique can also provide new
information about unknown energies and intensities of nucleon feedings and previously unknown lifetimes of γ-ray
emitting states.

It is desirable to apply this technique to heavier nuclei of astrophysical interest. However, doing so is more
challenging because the recoil velocities and the corresponding Doppler shifts for γ rays get smaller with higher
mass. So we propose a new experiment to extend this method to neutron-rich nuclei near A = 30, which is almost a
factor of three heavier than 11Li, the only neutron-rich nucleus ever measured using this method. Sodium isotopes
are rather easy to produce in high quantities at Isotope Separation On-Line (ISOL) facilities such as ISAC. The
existing β-delayed neutron information for 29,30Na provides a strong foundation for this Doppler analysis technique,

72



Figure 45: The γ ray following the β-delayed neutron emission is Doppler-shifted due to the recoil of the daughter nucleus.

but there is also substantial room for improvement in both decay schemes. The present measurement using the
Doppler-broadening technique would be a beneficial complement to previous direct measurements of β-delayed
neutrons of 29,30Na. Additionally, the methodology has a wide range of possible other applications and offers the
potential to be incorporated into the routine analysis procedure of future β-decay spectroscopies.

Figure 46 shows what the Doppler broadening of a γ-ray peak would look like with various neutron-feeding
energies. Taking the 3081-keV γ-ray peak corresponding to the deexcitation from the 28Mg 4054.6-keV state as an
example, the energetically allowed neutrons feeding this state should be within Ecm = 5073 keV, and the known upper
limit of the lifetime of the 4054.6-keV state is T1/2 = 30 fs. By assuming a lifetime of τ = 30 fs and adopting a typical
response function of the SeGA germanium detectors at NSCL and the stopping power of the implantation material
of Polyvinyltoluene from a srim code [491], γ rays are emitted isotropically from the recoil positions and interact
with germanium detectors to produce a simulated energy spectrum. The TIGRESS detectors are expected to have a
similar response function to that of the SeGA detectors. After the experiment at TRIUMF, we will determine the real
response function for each of the TIGRESS detectors by fitting unbroadened γ-ray peaks and update this simulation
so that it can be compared to the observed experimental data using a χ2-minimization or Bayesian-MCMC technique.

Compared with the 29Na-decay spectroscopy [253], the 30Na-decay spectroscopy [254] reported more n-γ
coincidence information, whereas the lifetime information of neutron-emission daughter states populated is much
less than that in the 29Na case. Of the two key quantities in the Doppler broadening technique, the neutron branch
and lifetime, the better known quantity is usually used to determine the lesser known quantity. Therefore, 29Na and
30Na provide a good opportunity to cross-check the analysis, to narrow down the various neutron-feeding
possibilities, and to resolve the existing discrepancies.

It is worth mentioning that the 30Na-decay spectroscopy also reported a piece of evidence for the observation of
a 1474-keV γ ray corresponding to the deexcitation of the first excited state of 28Mg following the β-delayed two-
neutron emission of 30Na. So far, the energy and the angular distributions for the β-delayed two-neutron emission of
30Na have not yet been measured experimentally. Different two-neutron correlations may result in different Doppler-
broadening of the γ-ray line following two-neutron emission. In this case, the measured Doppler-broadening features
might preserve the information about the mechanism of the two-neutron correlation, which may shed more light on
the pairing of nucleons inside the nucleus.
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Figure 46: Doppler-broadened 3081-keV γ-ray line shape simulated by assuming four different β-delayed neutron branches of 29Na that feed the
28Mg 4054.6-keV state. The neutron energies are center-of-mass energies.

28.1. Doppler broadening technique for FDSi
43P(βnγ)42S data from FRIB E21062 would be a good case. This technique works both ways; either with well-

known lifetimes to constrain neutron feeding branchings/energies or with well-known neutron feedings to constrain
lifetimes. For most FDSi data, the latter seems applicable, as there are no known lifetimes for most of the excited
states in neutron emission daughters, but there is neutron information from the VANDLE measurement. Considering
FDSi experiments typically are not able to measure short lifetimes (below picoseconds), extracting lifetimes using this
technique will enhance the results we can obtain from the data sets acquired by the FDSi collaboration. It is important
to emphasize that this method does not overlap with existing analysis efforts; rather, it serves as a complementary
approach to direct measurements. This advancement will only contribute and strengthen the FDSi research outcomes.
Given that this issue involves fitting the model to the data and constraining model parameters based on observations,
we can leverage Bayesian analysis techniques.
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Part III

LIBRA
29. Extension of the Particle X-Ray Coincidence Technique: The Lifetimes and Branching Ratios Apparatus

The particle x-ray coincidence technique (PXCT) was originally developed to measure average lifetimes in the
10−17 − 10−15 s range for proton-unbound states populated by electron capture (EC). We have designed and built
the Lifetimes and Branching Ratios Apparatus (LIBRA) to be used in the stopped-beam area at the Facility for Rare
Isotope Beams that extends PXCT to measure lifetimes and decay branching ratios of resonances populated by EC/β+

decay. The first application of LIBRA aims to obtain essential nuclear data from 60Ga EC/β+ decay to constrain
the thermonuclear rates of the 59Cu(p, γ)60Zn and 59Cu(p, α)56Ni reactions, and in turn, the strength of the NiCu
nucleosynthesis cycle, which is predicted to significantly impact the modeling of type I x-ray burst light curves and
the composition of the burst ashes. Detailed theoretical calculations, Monte Carlo simulations, and performance tests
with radioactive sources have been conducted to validate the feasibility of employing LIBRA for the 60Ga experiment.
LIBRA can be utilized to measure most essential ingredients needed for charged-particle reaction rate calculations in
a single experiment, in the absence of direct measurements, which are often impractical for radioactive reactants.

30. Introduction

Direct measurements of charged-particle thermonuclear reaction rates are challenging, especially when radioactive
reactants are involved. Small cross sections at stellar energies, limited beam intensities, target degradation under
bombardment, and low signal-to-background ratios may render a direct measurement infeasible. Successful direct
measurements at astrophysical energies have been achieved only in a few instances [394]. Consequently, direct
measurements of thermonuclear reaction rates are often performed at higher energies and then extrapolated to stellar
energies with the aid of nuclear theories. Alternatively, various indirect approaches, such as elastic scattering, transfer
reactions, surrogate reactions, charge-exchange reactions, Coulomb dissociation, in-beam γ-ray spectroscopy, and
β-decay spectroscopy have also played a major role in achieving a comprehensive understanding of thermonuclear
reactions [395, 396, 397]. However, these methods typically yield only a fraction of the necessary nuclear data, and
results from multiple experiments still need to be pieced together to infer the reaction rates of interest [398].

Thermonuclear charged-particle reactions are often dominated by narrow and isolated resonances if the level
density of the compound nucleus in the Gamow window is not too high. The resonant reaction rate NA⟨σν⟩r can be
calculated using the well-known expression [399, 400]

NA⟨σν⟩r = 1.5394 × 1011(µT9)−3/2 × ωγ

× exp
(
−

11.605Er

T9

)
(cm3s−1mol−1),

(13)

where NA denotes the Avogadro constant and ⟨σν⟩r is the velocity-averaged product of the cross section and
relative velocity. µ = ApAT /(Ap + AT ) is the reduced mass in atomic mass units, with Ap and AT as the mass numbers
of the incoming particle and the target nucleus, respectively. Er is the resonance energy in the center-of-mass system
in units of MeV. T9 is the temperature in units of giga kelvin (GK), and ωγ is the resonance strength in units of MeV.
For a (p, γ) resonance,

ωγ =
2Jr + 1

(2Jp + 1)(2JT + 1)
ΓpΓγ

Γtot
, (14)

where Jr is the spin of the resonance, Jp = 1/2 is the spin of proton, and JT is the spin of the ground state of the
target nucleus. The total decay width Γtot of the resonance is the sum of the partial widths for open decay channels,
typically including proton width (Γp), γ width (Γγ), and α width (Γα). Equivalently, the resonance strength can be
constructed by combining the proton branching ratio Bp = Γp/Γtot, the γ-ray branching ratio Bγ = Γγ/Γtot, and the
lifetime τ using the following expression:
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ωγ =
2Jr + 1

(2Jp + 1)(2JT + 1)
BpBγ

ℏ
τ
, (15)

where ℏ is the reduced Planck constant. These relations are also applicable to a (p, α) resonance by replacing the
terms Γγ and Bγ with Γα and Bα, respectively. Therefore, important quantities to determine the reaction rates include
the resonance energies, the spins, the proton-, γ-, and α-decay branching ratios, and the lifetimes of the resonances.

In cases where the level density of resonances in the compound nucleus is sufficiently high to justify a statistical
treatment, the (p, γ) reaction cross section σpγ can be estimated within the Hauser-Feshbach statistical model
framework:

σpγ =
πℏ2

2µEr(2Jp + 1)(2JT + 1)

∑
J,π

(2J + 1)
T Jπ

p T Jπ
γ∑

k T Jπ
k

, (16)

where µ is the reduced mass, Er, J, and π are the energy, spin, and parity of the resonance in the compound
nucleus, and Jp and JT are the spins of the proton and the state in the target nucleus, respectively. T Jπ

p and T Jπ
γ are

the transmission coefficients for the proton and γ channels, respectively, of a given resonance with J, π at Er.
∑

k T Jπ
k

represents the sum of the transmission coefficients over all possible decay channels k of the resonance, including
proton, α, and γ emissions. The statistical model assumes that a large number of resonances with all spins and parities
are available at each energy, and hence, Eq. (16) includes the summation over J, π. Transmission coefficients quantify
the probability of particles or photons transmitting through the nuclear potential barrier, and are related to the average
decay widths through the number of resonances with J, π per energy interval, i.e., the nuclear level density. Therefore,
obtaining average resonance properties, including decay branching ratios and lifetimes (or total widths) of excited
states in the compound nucleus, is valuable for calculating reaction rates within the statistical model [401, 402].

In this paper, we introduce the Lifetimes and Branching Ratios Apparatus (LIBRA) that applies and extends the
Particle X-ray Coincidence Technique (PXCT) [403] to measure various essential ingredients for thermonuclear
reaction rate calculations in a single experiment, potentially reducing uncertainties associated with combining
quantities from separate experiments. We provide a comprehensive description of the experimental setup and its
performance tests, demonstrating the feasibility of employing LIBRA in a case study to address the question of NiCu
cycling in Type I X-ray bursts (XRBs).

Quote from [264]: In the absence of a direct measurement, experimental techniques focus on constraining the
nuclear properties used by theory to calculate the reaction cross section using the Hauser-Feshbach statistical model.
These properties are the particle-nucleus optical model potential (a description of the interaction between the particle
and the nucleus), the nuclear level density - NLD (the number of energy levels per unit energy as a function of
excitation energy, spin, and parity), and the γ-ray strength function - gSF (the reduced probability to emit a γ ray of a
particular energy and multipolarity).

31. Case Study: NiCu Cycle in XRBs

Type I XRBs are the most frequent type of thermonuclear stellar explosions in the Galaxy [404]. They are powered
by thermonuclear runaways in hydrogen- and/or helium-rich material accreted onto the surface of a neutron star in a
low-mass X-ray binary system. The main nuclear reaction flow in the XRB is driven towards the proton drip line and
to higher masses via a series of particle-induced reactions and β+ decays. Accurate modeling of energy production and
nucleosynthesis in XRBs requires precise nuclear physics inputs, including β decay rates, nuclear masses, and nuclear
reaction rates of proton-rich rare isotopes along the path of the rapid proton (rp) capture process. Our understanding
of XRBs has greatly expanded thanks to decades of work, yet many open questions remain [405, 406].

As illustrated in Fig. 47, under XRB conditions, the rp process beyond the waiting point 56Ni may be affected by
several cycles, such as the NiCu cycle. The ratio of 59Cu(p, α)56Ni to 59Cu(p, γ)60Zn rate could lead to the formation
of a NiCu cycle, returning the reaction flux to 56Ni, strongly impeding the synthesis of heavier nuclei and affecting
the XRB observables [407]. Currently, both rates recommended by REACLIB [408] are calculated by the Hauser-
Feshbach statistical model [401, 409]. The variations in these rates have been identified as having a significant impact
on the modeling of XRB light curves and the composition of the burst ashes [410, 411, 412]. At higher temperatures
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(≈3 GK), the competition between 59Cu(p, γ)60Zn and 59Cu(p, α)56Ni reactions is also found to significantly impact
the νp-process nucleosynthesis in core-collapse supernovae [413, 414, 415].

Figure 47: Portion of the rp-process reaction sequence featuring the NiCu cycle and ZnGa cycle one α cluster above. 58Ni and 60Ni (darker gray)
are stable isotopes.

It is challenging to directly measure these two reactions at astrophysical energies because the predicted cross
sections are too small, and intense low-energy radioactive 59Cu beams are not currently available. A 59Cu(p, α)56Ni
reaction measurement using a 59Cu beam with an intensity of 3.6 × 103 particle per second (pps) on a cryogenic solid
H2 target at an excitation energy of Ex(60Zn) = 11.1 MeV found that 59Cu(p, α) proceeds predominantly to the 56Ni
ground state, and standard statistical model calculations overestimate the cross section by a factor of 1.6−4 [416].
In a 58Ni(3He, n)60Zn reaction measurement [417], the nuclear level density of 60Zn was extracted from the neutron
evaporation spectrum. At an excitation energy of 6 MeV, the level density was estimated to be ≈18 MeV−1. Taking into
account the spin and parity range relevant to ℓ = 0, 1 proton captures (Table 11), it was concluded that the level density
could be too low to accurately apply the Hauser-Feshbach statistical model. Kim et al. [418] evaluated available
experimental data on 60Zn resonances, supplemented with theoretical calculations. They found the 59Cu(p, α)56Ni
reaction rate to be lower than the REACLIB rate [408] at XRB temperatures, implying a weaker NiCu cycle strength
than previously estimated [410, 411, 412].

There are many ongoing efforts to address this problem both directly and indirectly:
1) 56Ni(α, p)59Cu reaction cross section measurement using a 56Ni beam of 3 × 103 pps on a He jet target at

Ex(60Zn) = 11.1, 11.7, 12.6 MeV with the Jet Experiments in Nuclear Structure and Astrophysics setup [419];
2) 59Cu(p, α)56Ni reaction cross section measurement using a 59Cu beam of 2 × 104 pps on CH4 gas within the

Multi-Sampling Ionization Chamber at Ex(60Zn) = 7.3 − 11.0 MeV [420];
3) 59Cu(p, α)56Ni reaction cross section measurement using a 59Cu beam of 5.5 × 105 pps on a CH2 target at

Ex(60Zn) = 8.3 − 10.1 MeV with circular double-sided silicon detectors [421];
4) 60Zn γ-ray spectroscopy via the 59Cu(d, n)60Zn transfer reaction using Gamma-Ray Energy Tracking In-beam

Nuclear Array [422];
5) 58Ni(3He, n)60Zn reaction using a 3He beam on a 58Ni target and measuring neutron angular distributions using

liquid scintillators to determine the spins and parities of 60Zn states [423];
6) 59Cu(3He, d)60Zn reaction using a 59Cu beam to populate 60Zn states and to measure the decay branching

ratios [424];
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7) 60Ga β-delayed γ decay total absorption spectroscopy using the Summing NaI detector to determine the β-decay
strength distribution and γ-ray strength functions [425];

8) 60Ga decay using the Gaseous Detector with Germanium Tagging II to discover resonances and to measure
decay branching ratios [426].

To date, experimental constraints on the 59Cu(p, γ)60Zn and 59Cu(p, α)56Ni are still scarce and preclude a robust
understanding of their astrophysical impacts.

Table 11 summarizes the spins and parities of 59Cu + p resonances in 60Zn. We also include captures on the
first excited state of 59Cu, which can be thermally populated at XRB temperatures [401]. Only positive parity states
associated with ℓ = 1 proton captures are accessible via allowed 60Ga β transitions, also indicating a lower density of
levels populated in the β decay than in the previous 58Ni(3He, n)60Zn reaction measurement [417].

Table 11: Properties of 60Zn states populated via proton captures on the 3/2− 59Cu ground state and the 1/2− 59Cu first excited state, and the
allowed β transitions of the 2+ 60Ga ground state.

Population 60Zn states
ℓ = 0 p on 3/2− 1−, 2−

ℓ = 1 p on 3/2− 0+, 1+, 2+, 3+

ℓ = 2 p on 3/2− 0−, 1−, 2−, 3−, 4−

ℓ = 0 p on 1/2− 0−, 1−

ℓ = 1 p on 1/2− 0+, 1+, 2+

ℓ = 2 p on 1/2− 1−, 2−, 3−

β from 2+ 1+, 2+, 3+

The Gamow energies and windows for the 59Cu(p, γ)60Zn and 59Cu(p, α)56Ni reactions shown in Table 12 are
calculated from a numerical study of the relevant energy ranges for astrophysical reaction rates [427]. For XRB,
the most relevant Gamow windows are those calculated at temperatures of 0.5−1.5 GK [400]. Combined with the
proton-separation energy of 60Zn S p(60Zn) = 5105.0(4) keV [428] and α-separation energy of 60Zn S α(60Zn) =
2691.7(5) keV [428], 60Zn resonances of interest are energetically accessible in 60Ga β decay owing to the large
QEC(60Ga) = 14160(15) keV [429, 430, 431].

Table 12: Gamow windows Ẽhi− ∆̃ ≤ E ≤ Ẽhi and Gamow peaks Ẽ0 for the 59Cu(p, γ)60Zn and 59Cu(p, α)56Ni reactions at a temperature T [427].

59Cu(p, γ)60Zn 59Cu(p, α)56Ni
T (GK) Ẽhi − ∆̃ (MeV) Ẽ0 (MeV) Ẽhi (MeV) Ẽhi − ∆̃ (MeV) Ẽ0 (MeV) Ẽhi (MeV)

0.5 0.51 0.71 0.92 0.55 0.74 0.98
1.0 0.67 0.91 1.26 0.73 1.01 1.48
1.5 0.75 1.01 1.57 0.87 1.27 2.11
2.0 0.82 1.14 1.83 1.01 1.74 2.80
2.5 0.85 1.40 2.05 1.24 2.19 3.52
3.0 0.89 1.49 2.26 1.51 2.66 4.16
3.5 0.93 1.57 2.46 1.79 3.10 4.70
4.0 0.97 1.64 2.66 2.04 3.48 5.16

In the first 60Ga decay study, Mazzocchi et al. observed 802 protons and reported a total 60Ga βp intensity of
Ip = 1.6(7)% and an upper limit for βα intensity Iα ≤ 0.023(20)%. They also observed five 60Ga(βγ) transitions
through three 60Zn bound states [432]. Orrigo et al. [429] confirmed these five βγ transitions and the three proton-
bound states, and reported 24 new βγ transitions that are correlated with 60Ga implants. However, these new transitions
were not placed in the decay scheme, nor were β-feeding intensities provided. Individual proton peaks were not
resolved in either work [432, 429, 433]. The Evaluated Nuclear Structure Data File (ENSDF) for mass 60 is 12 years
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old, and we present an up-to-date 60Ga decay data evaluation to facilitate an accurate understanding of the pertinent
nuclear structure properties (Fig. 48). However, the evaluated decay scheme remains incomplete, with substantial
unplaced βγ intensities. The five γ intensities reported by both studies [429, 432] are in good agreement, and if we
deduce the corresponding β-feeding intensities, unplaced βγ transitions likely account for >20% of total β-feeding
intensities. A recent 60Ga total absorption γ-ray spectroscopy experiment observed β-feeding intensities above the
60Zn proton separation energy [425], indicating the need for further studies.

Figure 48: Evaluated decay scheme of 60Ga. All energies are given in units of keV. The mass excesses, QEC values, and particle separation energies
of 56Ni, 59Cu, and 60Zn are from AME2020 [428], while for 60Ga the data are evaluated based on Refs. [429, 430, 431]. The half-lives of 56Ni, 59Cu,
and 60Zn are from ENSDF evaluations [434, 435, 436], respectively. The half-life of 60Ga is evaluated based on Refs. [432, 437, 438, 433, 439, 429].
All spins and parities are adopted from ENSDF evaluations [434, 435, 436], with the 4852-keV state in 60Zn revised from (2+) to 2+ based on
the unambiguous T = 1 isobaric analog state argument [429, 432]. The γ-ray energies, excitation energies, and β feedings of 60Zn states are
evaluated [440] based on all available measurements [429, 432, 441, 442]. The proton spectrum and β-delayed proton and α branchings are
adopted from Ref. [432]. Dashed lines represent two 2+ resonances in 60Zn and the first excited states of 56Ni and 59Cu, which are expected
to be accessible but have not yet been observed in 60Ga decay. Double-headed arrows indicate the Gamow windows for the 59Cu(p, γ)60Zn and
59Cu(p, α)56Ni reactions at 0.5−1.5 GK (Table 12).

High-statistics 60Ga β decay measurements with proton, α, and γ-ray coincidences will allow for the construction
of a more comprehensive decay scheme, including the proton/α-emitting states in 60Zn to the ground and excited
states of 59Cu/56Ni. This will provide crucial insights into the entrance and exit channels of the thermonuclear
59Cu(p, γ)60Zn and 59Cu(p, α)56Ni reactions. Although β-decay spectroscopy has proven to be a powerful method for
obtaining decay branching ratios, it typically does not yield lifetimes or widths of resonances [443, 444]. Therefore,
incorporating lifetime measurement capabilities into β-decay spectroscopy would be a significant advancement,
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allowing most essential information to be gathered in a single experiment.
The mass excesses and particle separation energies of 56Ni, 59Cu, and 60Zn reported by AME2020 [428] are all of

sub-keV precision, while the mass of 60Ga is estimated to be −39590(200) keV. A recent 60Ge β-decay study measured
the energies of protons and γ rays emitted from the T = 2 isobaric analog state in 60Ga. Combining with the known
mass of 59Zn [428], the mass excess of 60Ga is determined to be −40016(15) keV, where the dominant uncertainty is
from their measured proton energies [429]. At the Ion Trap for Atomic and Nuclear Science of TRIUMF, a direct mass
measurement using the multiple-reflection time-of-flight mass spectrometer reported a consistent 60Ga mass value of
−40005(30) keV [430]. At the cooler storage ring of the Heavy Ion Research Facility in Lanzhou (HIRFL), 60Ga mass
of −40034(46) keV was measured using isochronous mass spectrometry [431].

We obtain the mass of 60Ga to be −40015(15) keV by taking a weighted average of Refs. [429, 430, 431]. The
corresponding proton-separation energy and the β-decay Q-value of 60Ga are obtained to be S p = 88(15) keV and
QEC = 14160(15) keV, respectively, which are input to our shell-model calculations.

56Ni, 59Cu, and 60Zn decay via low-energy βγ only.
The half-life of 60Ga has been measured to be T1/2 = 70(15) ms [432], 70(13) ms [437], 76(3) ms [438], and

69.4(2) ms [429], and we obtain the weighted average to be 69.4(2) ms.
Orrigo et al. [429] is the only new measurement on 60Zn performed after the cutoff date of A = 60 evaluation [436].
Fig. 48 includes the 5 confirmed 60Zn γ-ray energies by taking the weighted average of all available

measurements [429, 432, 441, 442].
We incorporate these newly evaluated γ-ray energies into the A = 60 evaluation [436] and perform a least-squares

fit to γ-ray energies to obtain adjusted excitation energies [440].

32. Particle X-ray Coincidence Technique

In the 1970s, PXCT was introduced and applied to measure the average lifetimes of proton-unbound states in
69As populated by the electron capture (EC) of 69Se [403]. The principle of PXCT is illustrated in Fig. 49. In the
process of an EC-delayed proton emission, a proton-rich precursor with an atomic number of Z decays by EC to the
proton emitter (Z − 1). Once EC occurs, a proton-unbound nuclear state and an atomic shell vacancy are created
simultaneously. The vacancy is primarily created in the K shell. An electron from an outer shell fills the K shell
vacancy and may yield X-ray photons corresponding to the binding energy difference between the outer and the
K shells. Meanwhile, the proton-unbound state with a comparable lifetime τp−emit emits a proton to a state of the
daughter (Z − 2). If the proton is emitted before the X-ray emission, then the X-ray energy will be characteristic of
the daughter (Z − 2). If the proton is emitted after the X-ray emission, then the X-ray energy will be characteristic of
the proton emitter (Z − 1). By measuring X rays in coincidence with protons, the relative intensities of the (Z − 1)
and (Z − 2) X-ray peaks, primarily IKα(Z−1)/IKα(Z−2), can be used to establish the relationship between the nuclear and
atomic lifetimes:

τp−emit

τKshell(Z−1)
=
ΓKshell(Z−1)

Γp−emit
=

IKα(Z−1)

IKα(Z−2)
, (17)

where the level widths ΓKshell and Γp−emit are the equivalent of ℏ/τKshell and ℏ/τp−emit, respectively, as they both
follow the exponential decay law. The lifetimes of proton-emitting states can be determined by measuring X-ray
intensity ratios combined with known atomic K-shell vacancy lifetimes, ranging from 1.1 × 10−14 s for C (Z = 6)
down to 5×10−18 s for Fm (Z = 100) [446, 447, 448, 449, 450]. This also defines the PXCT applicable lifetime range,
where conventional approaches are limited [451, 452]. The preceding discussion is also generalizable to EC-delayed
α-particle emission, where the proton-decay daughter (Z − 2) is replaced by α-decay daughter (Z − 3). Another decay
channel is EC-delayed γ-ray emission, which can occur either before or after the filling of atomic shell vacancies.
However, the resulting X rays are always characteristic of (Z−1) and are therefore insensitive for determining nuclear
lifetimes.

So far, PXCT has been applied in the decay studies of six nuclei, as summarized in Table 13. A variation of PXCT
has also been applied in p+112Sn [474, 475] and p+106Cd [476] inelastic scattering measurements at 10 and 12 MeV
proton incident energies. By measuring X-rays in coincidence with inelastically and elastically scattered protons,
the lifetimes of compound nuclear states can be deduced. However, an uncertain factor in this reaction process is
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Figure 49: Schematic illustrating electron capture to a proton-unbound excited state and the Particle-X-ray Coincidence Technique.
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Table 13: Properties of all nuclei that have been measured with PXCT. Columns 1−7 present the EC/β+ decay, the half-life (T1/2) of the precursor,
the β-decay energy (QEC), the proton-separation energy of the EC/β+-decay daughter (S p), the total intensity of EC/β+-delayed protons (Ip), the
primary X-ray energies that need to be distinguished, the known lifetime of the K-shell vacancy, and the lifetime range of proton-emitting states of
the EC/β+-decay daughter obtained in each study, respectively. The two Kα energies listed in column 6 correspond to the proton-emission daughter
(Z − 2) and proton emitter (Z − 1), respectively, which are adopted from Ref. [517] rounded to the nearest 0.1 keV. The last two rows list the
properties of 60Ga and 64As for comparison.

EC/β+-decay T1/2 (s) QEC (keV) [428] S p (keV) [428] Ip (%) EKα (keV) [517] τKshell (fs) [450] τp−emit (fs)
65Ge→65Ga 30.9(5) [453] 6179.3(23) 3942.4(6) 0.011(3) [454, 455, 456] 8.6, 9.2 0.374 ≈1.7 [457]
69Se→69As 27.4(2) [458] 6680(30) 3420(30) 0.052(10) [459, 460] 9.9, 10.5 0.315 0.3−3.3 [403, 454, 459]
73Kr→73Br 27.3(10) [461] 7094(9) 3067(7) 0.47(22) [462, 463] 11.2, 11.9 0.264 0.3−2.7 [454, 464, 465]
77Sr→77Rb 9.0(2) [466] 7027(8) 3106(4) 0.08(3) [454, 455] 12.6, 13.4 0.222 ≈1.5 [454]
113Xe→113I 2.74(8) [467] 8916(11) 841(12) 7(4) [468] 27.5, 28.6 0.062 0.3−2.9 [468]

117Ba→117Cs 1.75(7) [469] 9040(260) 740(60) 16(3) [470] 29.8, 31.0 0.054 >4.7 [470]
60Ga→60Zn 0.0694(3)1 14160(15)1 5105.0(4) 1.6(7) [432] 8.0, 8.6 0.406
64As→64Ge 0.0690(14) [471] 14606(110)2 5057(4) unreported [473] 9.2, 9.9 0.343

the ionization probability of the K shell during the incoming and outgoing parts of the collision [477, 478]. In the
following discussion, we focus on the application of PXCT to EC decay.

In the previous PXCT studies, the proton energy distribution and the X-ray count ratios as a function of coincident
proton energies are the most important observables. By tuning the statistical model parameters to reproduce the
experimental observables, the model parameters, such as average proton partial widths (

〈
Γp

〉
), average γ-ray partial

widths (
〈
Γγ

〉
), and level densities (ρ), can be constrained [457, 459, 465, 454].

The initial ρ is typically estimated using the back-shifted Fermi gas model [479, 480]. The initial
〈
Γγ

〉
is calculated

using γ-ray strength functions [481], which can be parametrized by Lorentzian fits to giant resonance cross-section
data [482, 483]. The initial

〈
Γp

〉
is calculated using

〈
Γp

〉
=

∑
ℓ Tℓ(Ep)

2πρ(Ex, J, π)
, (18)

where Tℓ(Ep) is the transmission coefficient for protons with energy Ep and angular momentum ℓ, and ρ(Ex, J, π)
is the level density with spin and parity J, π at excitation energy Ex. Tℓ(Ep) is typically calculated using the optical
model. The PXCT experimentally constrained particle transmission coefficients will help benchmark the local optical
model potentials in this mass region [484].

In all six cases studied using PXCT (Table 13), only the average lifetimes of proton-unbound states populated by
EC were obtained. Individual proton-emitting states could not be fully resolved due to high level densities. Moreover,
the applicability of this technique has not been explored in an astrophysical context. We have designed, built, and
tested LIBRA to extend PXCT to measure most essential ingredients for calculating reaction rates with the Hauser-
Feshbach statistical model Eq. (16) [401]. LIBRA may also be able to identify individual resonances, providing
spins and parities, excitation/resonance energies, lifetimes, and p, α, γ decay branching ratios for calculating narrow
resonance reaction rates using Eqs. (13) and (15).

EC/β+ ratios are energy dependent, and in the center of the 59Cu(p, γ)60Zn Gamow window, when a 1-MeV
resonance is populated by allowed 60Ga β transitions, REC/β+ = 2.0 × 10−3 [445]. The fractional probability of EC
occurring in the K shell is 89% [445]. The K-shell fluorescence yield for Zn is 47%, with the remaining 53% attributed
to Auger electrons [446]. Additionally, Kα1 and Kα2 X rays constitute 59% and 30%, respectively, of the total K X-
ray emission [446]. Since their energies are generally indistinguishable in experiments, we collectively refer to these
X rays as Kα. Combining these decay probabilities, we estimate that for a 1-MeV resonance in 60Zn populated in 60Ga
decay, approximately 7.4 × 10−4 of such events will produce X rays suitable for lifetime analysis.
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33. Experimental Setup

33.1. Beam delivery
For the future experiment case study under consideration, the Facility for Rare Isotope Beams (FRIB) linear

accelerator [485] will accelerate 70Ge to 249 MeV/nucleon. The reaction products from 70Ge impinging on a rotating
carbon transmission target will be separated in flight by the Advanced Rare Isotope Separator [486]. A cocktail fast
beam containing 60Ga and some nearby isotones will be slowed down in metal degraders with momentum
compression and thermalized in gas stoppers filled with helium [487, 488]. The thermalized 60Ga ions will be drifted
by a combination of radio-frequency and direct-current fields towards a nozzle and exit into a radio-frequency
quadrupole ion-guide system. The ions will be guided and accelerated to 30 keV before being delivered to the
stopped beam area [489]. The scientific user program involving stopped and reaccelerated beams started in 2023, and
the beam intensities will continue increasing as the primary beam power gradually ramps up to 400 kW over the
coming years. The FRIB beam rate calculator yields a stopped-beam rate of 60Ga of 3 × 105 pps. It should be noted
that the calculator assumes optimal conditions and actual rates are likely to be lower than the calculated values [490].

A mechanical design drawing and photograph of LIBRA are shown in Fig. 50. Prior to the experiment, a stable
beam around the A = 60 region will be tuned into the Faraday cup at the center of the vacuum chamber. After
maximizing the beam current, the chamber will be vented and the Faraday cup will be replaced by a thin aluminized
Mylar foil tilted at a 45◦ angle with respect to the beam direction. The 60Ga beam will then be directed into the center
of the foil using the previously established beam tune. A 30-keV 60Ga beam can be fully stopped by a Mylar foil as
thin as 50 nm [491], in contrast to the 6.5 mm needed to stop a 130-MeV/nucleon 60Ga fast beam [426]. Since fast
beams penetrate deeply into materials and would block the emitted X rays and charged particles, we have chosen to
use stopped beams instead of fast beams to effectively utilize PXCT.

The highest vacuum reached in our lab testing environment is 1.47 × 10−7 torr.

33.2. Detectors
The detection system consists of a planar germanium detector for X-ray detection, two large-volume coaxial

germanium detectors for γ-ray detection, and a silicon telescope for charged-particle detection via energy-loss and
residual energy (∆E-E).

For X-ray detection, we selected a disk-shaped Low Energy Germanium detector (LEGe), Mirion GL0510 [492].
The LEGe detector comprises a Ge crystal with a diameter of 25.0 mm and a thickness of 10.5 mm. LEGe is housed
in a flanged-style cryostat with a diameter of 38.1 mm and a 0.13-mm thick Be entrance window. The endcap is
inserted into the vacuum chamber with its entrance window 11.0 mm from the center of the chamber. The Ge crystal
is positioned 5.6 mm from the entrance window, subtending 10.1% of the 4π solid angle with respect to the center
of the chamber. LEGe is fabricated with a thin p+ contact on the front and side, and a rear n+ contact that covers
less than the full area, resulting in lower capacitance than a similar-sized planar device. Since preamplifier noise is a
function of detector capacitance, the low capacitance feature makes LEGe ideally suited for X-ray spectroscopy down
to 3 keV.

For γ-ray detection, we selected two Extended Range Coaxial Germanium Detectors (XtRa), Mirion
GX10020 [493]. The active volume of XtRa1 has a diameter of 84.8 mm and a thickness of 65.2 mm, while XtRa2
has a diameter of 79.8 mm and a thickness of 80.0 mm. The Ge crystals are positioned 6.8 and 6.3 mm, respectively,
from their 0.6-mm-thick carbon composite windows. The XtRa detectors feature a thin window contact on the front
surface and an n+ contact on the periphery, providing a good low-energy response.

All three Ge detectors are equipped with the Cryo-Pulse 5 Plus electrically refrigerated cryostat [494, 495]. The
detector housing is connected to a compact cold-head assembly containing a 5-watt pulse tube cooler. The assembly
is powered by a bench-top controller, which contains the necessary logic to ensure the safe and reliable operation of
the cryostat. During normal operations, the cold tip is maintained at the preset −185 ◦C. Additionally, a control panel
application provides remote control, monitoring, and logging of cryostat status.

If the cold tip temperature rises above −160 ◦C, the controller will trigger the high-voltage inhibit. If it further
rises above −150 ◦C, the controller will shut down the cooler, forcing the Ge to undergo a full thermal cycle. Once
the cold tip temperature reaches 0 ◦C, the cooler will restart.

A 5-watt pulse tube cooler is integrated into a compact coldhead assembly, which is directly attached to the
detector housing. The assembly is connected to a bench-top power controller that provides the required output voltage
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Figure 50: Mechanical design drawing and photograph of LIBRA. The insets highlight two configurations for the detectors inside the central
chamber: a Faraday cup with a collimator for beam tuning or a collection foil and Si detectors for decay measurements.
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to drive the compressor. The controller also contains the necessary logic to ensure the safe and reliable operation of
the cryostat. An RS-232 serial interface and CP5-Plus control panel application are also included, allowing for remote
monitoring of the cooler status. The CP5-Plus is extremely reliable, with estimated Mean Time To Failure of 3 million
hours [495]. The Cryo-Pulse 5 Plus cryostat is equipped with an active vibration reduction system. An accelerometer
inside the coldhead measures the vibrations generated by the compressor and feeds this signal back to the controller.
The controller then adjusts the drive signal to the cooler so that vibrations are minimized. The system is even self-
tuning such that it adapts to possible changes of the system’s vibration characteristics over time. It is currently the
best available technology in the field.

For the ∆E-E charged-particle telescope, we selected two single-sided, single-area circular Si detectors
manufactured by Micron Semiconductor Ltd. The active volume of MSD12 is 12 µm in thickness and 12 mm in
diameter [496], and MSD26 is 1000 µm thick and 26 mm in diameter [497]. The junction side of both MSDs
features a 50-nm thick boron-doped silicon dead layer and a 30-µm wide peripheral metal band for wire bonding,
leaving the majority of the active area without metal coverage. The Ohmic side of MSD12 has a thicker dead layer of
300 nm with no metal coverage. The Ohmic side of MSD26 has little impact on charged-particle signals, and thus,
we opt for the standard 500-nm thick dead layer and 300-nm thick aluminum coverage. Both silicon chips are
assembled onto an FR4 printed circuit board. MSD26 is positioned 15.7 mm from the center of the chamber and
covers 11.5% of the 4π solid angle. MSD12 is 11.2 mm from the center and defines the solid angle coverage of the
∆E-E telescope at 5.9% of 4π.

The numbers following “MSD” indicate in millimeters. The dead layer window and metallization type for MSD12
are 9.5P/7P, and for MSD26 are 9.5P/2M. Here, 9.5 represents a boron-doped silicon dead layer with a thickness of
50 nm, 7 represents a dead layer with a thickness of 300 nm, and 2 represents a dead layer with a thickness of 500 nm.
“P” denotes a periphery metal band with a width of 30 µm around the edge of the active areas and contact pads for
wire bonding. The majority of the active area does not have metal coverage. “M” denotes a continuous aluminum
coverage with a thickness of 300 nm over the entire active area region.

33.3. Electronics

All three Ge detectors are equipped with Intelligent Preamplifiers (iPA) [498], which incorporate a low-noise
field-effect transistor (FET) input circuit optimized for the ultra-high source impedance of Ge detectors. The first
stage of the iPA functions as an integrator, providing an output voltage proportional to the accumulated charge. The
second stage of the iPA acts as an output buffer and offers four selectable gain settings. The output signal is split into
two channels with termination impedances of 93 and 50 Ω, respectively. The iPA memory stores detector leakage
currents, temperatures, and preamplifier operating voltages. A control panel application allows for remote monitoring
and logging of these parameters. Each iPA is equipped with two 100-Ω Pt resistance temperature detectors thermally
connected to the crystal holder (PRTD1) and the cold tip (PRTD2), respectively [499]. The PRTD1 reading represents
the temperature of the Ge crystal when they are in thermal equilibrium. If either PRTD exceeds its preset threshold,
it can trigger the high-voltage inhibit via the iPA. This mechanism operates independently of the inhibit function via
the controller, providing enhanced protection for the detector.

In our lab testing environment, the observed PRTD1 temperatures are −182.7 ◦C (LEGe), −158.1 ◦C (XtRa1), and
−168.2 ◦C (XtRa2), which represent the temperatures of the Ge crystals when they are in thermal equilibrium. The
nominal PRTD1 temperatures are −182.6 ◦C (LEGe), −163.6 ◦C (XtRa1), and −170.9 ◦C (XtRa2). If either PRTD
exceeds its nominal value by 10 ◦C, it can trigger the high-voltage inhibit via the iPA. This mechanism operates
independently of the inhibit function via the controller, providing enhanced protection for the detector.

The Ge is connected to the Intelligent Preamplifier (iPA) [498], which incorporates a low-noise field-effect
transistor (FET) input circuit optimized for the ultra-high source impedance of germanium detectors. The input
circuits are cooled by mounting them inside the cryostat. The first stage of iPA serves as an integrator, providing an
output voltage proportional to the accumulated charge from the detector, and also functions as an electrometer for
measuring the leakage current of the detector. The second stage acts as an output buffer and allows for four
conversion factors of 50, 100, 250, and 500 mV/MeV.

The included iPA control panel application provides the user with real-time monitoring of the detector current
and temperature, along with pertinent internal preamplifier operating voltages. The integrated data logging feature
continuously records several of these key operating parameters on a periodic basis, and stores them within the iPA
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mass storage memory. The stored data log files can be readily downloaded and viewed. This allows the user to take
preventative measures if a key parameter starts to shift and ultimately improves equipment availability and
productivity.

The four output gains, as well as external or internal test pulsers, are selectable via the control panel application.
iPA is equipped with a warm-up sensor that is thermally connected to the detector. The coldhead is also equipped with
temperature sensors. In the event that the temperature exceeds the normal operating range, these sensors trigger the
high-voltage inhibit signal from either the preamplifier or the cryostat controller, respectively, providing protection to
the Ge detectors.

Two ORTEC 660 Dual Bias Supply modules [500] are used to provide bias voltages to the three Ge detectors.
We apply a negative bias to the p+ contacts of LEGe and a positive bias to the n+ contacts of XtRa. LEGe becomes
fully depleted at −600 V and is recommended to be operated at −1100 V. XtRa1 and XtRa2 become fully depleted
at bias voltages of +4000 V and +2200 V, respectively, and both operate at +4500 V. The bias shutdown mode of the
ORTEC 660 is set to transistor-transistor logic (TTL) to be compatible with the iPA high-voltage inhibit mode. The
typical leakage currents of the two XtRa detectors are below 20 pA and below 100 pA for LEGe. The tail pulses from
iPAs exhibit rise times of ≈150 ns (LEGe) and ≈250 ns (XtRa), with a 50-µs decay constant.

A Mesytec MHV 4-channel bias supply module with remote control features provides the bias voltages to the
two MSD Si detectors. We apply a negative bias to the p+ contacts of both MSD detectors through MPR-1 charge-
sensitive preamplifiers [501], and the n+ contacts are grounded. MSD12 has a depletion voltage of −1.5 V and is
operated at −3.0 V, and MSD26 has a −90 V depletion voltage and is operated at −130 V. MHV offers a ramp speed
as low as 5 V/s to protect the circuits of preamplifiers [502]. MSD12 exhibits a leakage current of approximately
1 nA, while MSD26 exhibits a leakage current of approximately 60 nA. The energy and timing outputs of the MPR-
1 are both terminated with 50 Ω impedance. The tail pulses from MPR-1 exhibit rise times of ≈400 ns (MSD12) and
≈70 ns (MSD26), with a 120 µs decay constant. All preamplifiers are powered by two Mesytec MNV-4 NIM power
distribution and control modules [503].

33.4. Data acquisition

All preamplifier signals are transmitted through double-shielded RG316 coaxial cables of equal length and then
digitized by a 16-bit, 250 MHz Pixie-16 module manufactured by XIA LLC [504] (Fig. 51). The input impedance of
each channel in Pixie-16 is switchable between 50 Ω and 1 kΩ. The Digital Data Acquisition System (DDAS) [505,
506] is used for recording and processing data. Trapezoidal filtering algorithms are implemented in both the slow
filter for pulse amplitude measurement and the fast filter for leading-edge triggering. The DDAS filter parameters
(Table 14) are optimized based on Refs. [506, 507, 508, 509].

The system operates in an internally triggered mode: recording data on a channel-by-channel basis whenever
the trigger filter crosses the user-defined threshold. Data from all channels are ordered in time and subsequently
assembled into events in software based on a user-defined event window length. Each event is timestamped using a
Constant Fraction Discriminator (CFD) algorithm based on the trigger filter response. The event timestamp is counted
with 125 MHz clock ticks, i.e., 8 ns intervals.

The pulse amplitude is extracted from the energy filter amplitude at approximately rise time plus gap time after
triggering. If a second trigger arrives within the rise time plus gap time window, both events will be flagged as pileup.
In the tests conducted in the next section, pileup rejection is turned off in DDAS. As a result, the timestamp of the
first event is preserved while the second is discarded for all the tests conducted in the next section. The amplitude of
the second event is partially added to that of the first event, with the addition diminishing as the time interval between
them increases. The count rate capacity of the detection system is primarily determined by the energy filter parameters
selected for each detector.

To assess DDAS live time under our parameter setting, a DB-2 Random Pulser [510] is used to generate pulses
with time intervals following a Poisson distribution. The recorded count rates are shown in Fig. 52, and are consistent
with the pileup rates defined by the energy filter settings [505]. Furthermore, DDAS can provide real-time spectra
for identifying characteristic charged particles and γ rays from decay, aiding in the online identification of radioactive
beams.
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Figure 51: Schematic diagram of the electronics setup. The two arrows following each preamplifier indicate dual outputs with their respective
impedance.

Table 14: DDAS trapezoidal filter parameter settings for each detector.

Parameter LEGe XtRa1 XtRa2 MSD12 MSD26
Energy TRise (µs) 7.168 10.240 10.752 9.984 2.048
Energy TGap (µs) 0.768 1.792 1.280 2.944 1.024
Trigger TRise (µs) 0.064 0.064 0.064 0.016 0.016
Trigger TGap (µs) 0.952 0.952 0.952 1.000 1.000
CFD Delay (µs) 0.304 0.304 0.304 0.304 0.304
CFD Scale (µs) 7 7 7 7 7

Tau (µs) 50 50 50 120 120
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Table 15: LIBRA detector and instrument specifications.

Specifications LEGe XtRa1/North XtRa2/South ∆E Si E Si
Detector Model GL0510 GX10020 GX10020 MSD012 MSD026

Detector S/N 13725 5593 5596 3/1/3506 3498−25−2
Preamplifier Model iPA P10 iPA SlimLine10 iPA SlimLine10 MPR−1 MPR−1

Preamplifier S/N 13000040 201216−0207 210610−0560 1021511 1021512
Cryostat Model Cryo−Pulse 5 Plus FM Cryo−Pulse 5 Plus SL Cryo−Pulse 5 Plus SL
Cryocooler S/N 2751 2749 2750
Controller S/N 2402 2358 2355

Endcap Diameter (mm) 38.1 101.6 101.6
Endcap Length (mm) 203.2 171.45 171.45

Crystal Diameter (mm) 25.0 84.8 79.8 12 26
Crystal Length (µm) 10.5 65.2 80.0 12 1

Distance from Window (mm) 5.6 6.8 6.3
Solid Angle Coverage (%) 10.10 1.70 1.51 5.90 11.50

Dead Layer (µm) 5 50 nm/300 nm 50 nm/800 nm
Entrance Window 0.13 mm Be 0.6 mm C 0.6 mm C

Depletion Voltage (V) −600 +4000 +2200 −1.5 −90
Recommended Bias Voltage (V) −1100 +4500 +4500 −3.0 −130
Reported Test Point Voltage (V) −1.70 −2.40 −0.66
Measured Test Point Voltage (V) −1.71 −0.40 −0.66

Bias Supply ORTEC 660 Ch A ORTEC 660 Ch A ORTEC 660 Ch B MHV−4 Ch 0 MHV−4 Ch 1
Bias Supply S/N 22004180 22004181 22004181 721242 721242

Power Supply MNV−4 Ch 4 MNV−4 Ch 1 MNV−4 Ch 2 MNV−4 Ch 4 MNV−4 Ch 3
Power Supply S/N 1021266 1021266 1021266 122278 122278

Measured Leakage Current 0−100 pA 0−20 pA 0−20 pA 1−2 nA 50−100 nA
Measured Leakage Current w/ Source 10−140 pA 50−70 pA 50−70 pA 1−2 nA 50−100 nA

Preamp Output Polarity Positive Negative Negative Positive Positive
Preamp Output Gain x1, x2, x5, x10 x1, x2, x5, x10 x1, x2, x5, x10 40/200 MeV 40/200 MeV

Preamp Output Rise Time 150 ns 250 ns 250 ns 500 ns 70 ns
Preamp Output Fall Time 120 µs 120 µs 120 µs 280 µs 280 µs

Digital Shaping Time Rise Time 7.2 µs 10.2 µs 10.8 µs
Digital Shaping Time Flat Top 0.8 µs 1.8 µs 1.2 µs

Capacitance at Recommended Bias 6 pF 23 pF 28 pF
Maximum Controller Power 180 W 180 W 180 W
Operating Controller Power 54−70 W 120−160 W 90−120 W

Nominal PRTD1 −182.6◦C −163.6◦C −170.9◦C
PRTD1 HV−inhibit Threshold −172.6◦C −153.5◦C −160.9◦C

Measured PRTD1 −182.7◦C −158.1◦C −168.2◦C
Nominal PRTD2 −190.7◦C −198.3◦C −197.6◦C

PRTD2 HV−inhibit Threshold −180.7◦C −188.2◦C −187.3◦C
Measured PRTD2 −190.7◦C −198.9◦C −197.4◦C
Cold−tip Setpoint −185◦C −185◦C −185◦C

Nominal Cold−tip Temperature −185◦C −185◦C −185◦C
Cold−tip HV−inhibit Threshold −160◦C −160◦C −160◦C

Cold−tip cooler shutdown Threshold −150◦C −150◦C −150◦C
Recommended Cool−down Time 12 hours 24 hours 24 hours

Typical Warm−up Time 12−24 hours 12−24 hours 12−24 hours
Digitizer XIA Pixie−16 Ch 1 XIA Pixie−16 Ch 3 XIA Pixie−16 Ch 5 XIA Pixie−16 Ch 6 XIA Pixie−16 Ch 8
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Figure 52: Count rate performance of each detector.

34. Performance Tests

We performed offline tests on LIBRA using the radioactive sources listed in Table 16. An event-build window of
±1 µs was set, and the count rate of each detector remained below 1500 events per second throughout all conducted
tests, except for a LEGe test with the 152Eu source.

34.1. X-ray measurements
We evaluated the performance of LEGe using the 55Fe, 152Eu, and 241Am sources, as shown in Fig. 53. 55Fe EC

decays to 55Mn ground state, and the subsequent filling of atomic shell vacancies results in X rays characteristic of
Mn. Similarly, Sm X rays mainly result from 152Eu EC. 152Eu decay populates 152Sm/152Gd excited states, which
can deexcite via internal conversion (IC), followed by filling of atomic shell vacancies and the emission of X rays
characteristic of Sm/Gd. This explains why the observed Gd X rays are much weaker compared to Sm X rays that
have two production mechanisms: EC and IC. For 241Am, α decay populates 237Np excited states, where IC serves as
the primary mechanism leading to Np X rays. A trace amount of X rays may also arise from inner-shell ionization and
excitation caused by perturbations in the electron cloud during nuclear decays [512, 513, 514]. The 0.13-mm-thick
Be entrance window is sufficient to block electrons below 125 keV [515], rendering the LEGe detector insensitive to
Auger electrons.

The overall energy resolution achieved by LEGe is characterized by fitting X-ray or γ-ray lines with an
exponentially modified Gaussian (EMG) function [516] to account for incomplete charge collection at 5.90 keV (Mn
Kα1), 6.49 keV (Mn Kβ1), 11.89 keV (Np Lℓ), 13.76 keV (Np Lα2), 13.95 keV (Np Lα1), 26.34 keV (237Np γ),

Table 16: Characteristics of the radioactive sources used in the LIBRA detector tests. Columns 2−7 present the source nuclides, main decay
modes, actual activities (A), relative uncertainties of the activities (σA), active diameters (D), and half-lives (T1/2), respectively.

No. Nuclide Decay A (Bq) σA (%) D (mm) T1/2 (yr)1

SS Z7212 55Fe EC 1.11 × 104 −2 9.5 2.756
I7281 60Co β− 3.73 × 104 3 1 5.271

M4038 137Cs β− 3.00 × 103 3 3 30.007
C169729 148Gd α 2.86 × 104 −2 5 86.9

Z2707 152Eu EC/β− 3.10 × 104 1.4 3 13.517
Z7117 241Am α 3.44 × 103 2.7 3 432.6
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33.20 keV (237Np γ), 39.52 keV (Sm Kα2), 40.12 keV (Sm Kα1), 45.29 keV (Sm Kβ3), 45.41 keV (Sm Kβ1), and
59.54 keV (237Np γ). The manufacturer specifies the full width at half maximum (FWHM) values for LEGe as
0.218 keV at 5.9 keV (55Fe) and 0.514 keV at 122 keV (57Co), respectively. Figure 53 demonstrates that the
observed energy resolution aligns with these specifications. We then interpolated the FWHM values at the energies
of interest, 8.05 keV (Cu Kα1) and 8.64 keV (Zn Kα1), to be 0.238(8) and 0.241(7) keV, respectively, demonstrating
sufficient resolution to distinguish between the key X rays of Zn and Cu in our case study.
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Figure 53: X-ray and/or γ-ray spectra measured by the LEGe detector using the 55Fe (top), 152Eu (middle), and 241Am (bottom) sources. X-ray
energy values are adopted from Ref. [517] rounded to the nearest 0.001 keV. γ-ray energy values are adopted from Ref. [518] rounded to the nearest
0.001 keV. FWHM values used to characterize the energy resolution of LEGe are indicated within brackets.

For photons below 100 keV interacting with Ge, the photoelectric effect is predominant, i.e., the photon is
absorbed, and a photoelectron is ejected by the Ge atom. When the resulting atomic shell vacancy is filled, X rays
characteristic of Ge may be created. A full-energy peak is still observed if these X rays are reabsorbed near the
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original interaction site. However, if the photoelectric interaction occurs near the surface of Ge, the X rays are more
likely to escape, which results in peaks usually at 9.89 and 10.98 keV below the photopeaks, known as the Ge escape
peaks (Fig. 53). These energy differences correspond to the characteristic Kα and Kβ X-ray energies for Ge,
respectively [517].

We evaluated the detection efficiency of LEGe using the X rays from the 152Eu source placed at the center of the
chamber tilted at a 45◦ angle with respect to LEGe. 152Eu emits Sm L X rays at 5.0 keV (Lℓ), 5.6 keV (Lη, Lα), 6.2 keV
(Lβ), and 7.2 keV (Lγ). The Gd L X rays are approximately half a keV higher but with two orders of magnitude lower
intensities. We adopted the total L X-ray emission probability from Ref. [519] and deduced the absolute intensities for
each of the 4 groups of X rays based on the relative emission probabilities reported by Ref. [520]. The corresponding
efficiencies are indicated by the four low-energy data points in Fig. 54. We also measured the X rays from the 241Am
source placed at the center of the chamber. 241Am emits Np L X rays at 11.9 keV (Lℓ), 13.9 keV (Lα), 15.9 keV (Lη),
and 17.0 keV (Lβ) [521]. The corresponding efficiencies are indicated by the four high-energy data points in Fig. 54.
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Figure 54: Absolute X-ray photopeak detection efficiency of the LEGe detector obtained using the Sm Lℓ, Lη + Lα, Lβ, and Lγ X rays from the
152Eu source and Np Lℓ, Lα, Lη, and Lβ X rays from the 241Am source, each placed at the center of the chamber. The red dashed and blue solid
curves represent the geant4 simulated efficiencies according to the 152Eu and 241Am source configurations, respectively. The error bars along the
x-axis also reflect the energy span for the multiple X rays within each group.

We simulated the X-ray detection efficiencies using geant4 [522, 523]. The simulation incorporates the geometric
configuration of the setup and the LEGe detector response, which was characterized by fitting the measured X-ray
lineshapes in Fig. 53 with the EMG function. Monoenergetic X rays are emitted isotropically from the source position
and interact with the surrounding materials. The simulation outputs an energy spectrum, from which we obtain the
detection efficiency by dividing the counts in the X-ray peak by the number of emitted X rays. This process was
repeated at different energies to generate the efficiency curves shown in Fig. 54.

For photon energies just above the K-shell binding energy of Ge, 11.1030(20) keV [517], the incident photon is
strongly absorbed without deep penetration beyond the detector surface. The subsequent characteristic K X rays of
9.7−11.1 keV tend to escape. However, for photons just below the Ge K-shell binding energy, K-shell absorption is no
longer possible, and L-shell interactions dominate. In this case, incident photons tend to penetrate somewhat deeper,
and the chance of escape of the fluorescent Ge L X rays of 1.0−1.4 keV is significantly lower. This phenomenon
abruptly changes the full-energy detection efficiency of X rays near the K-shell absorption edge [524]. The 241Am
source used for this test is an open source, while the 152Eu source is encapsulated between two 60-µm-thick Mylar
tapes. The Mylar layer attenuates low-energy X-rays, but its impact diminishes for X rays above 10 keV. Additionally,
the LEGe count rate was ≈3000 pps during the 152Eu test but only ≈200 pps during the 241Am test, resulting in
different DDAS live time (Fig. 52). Therefore, the 152Eu efficiency curve represents a lower limit, while the 241Am
efficiency curve represents an ideal setting. The 60Ga experimental condition is expected to fall between these two
scenarios, and we estimate the X-ray efficiencies at 8.0 and 8.6 keV to be 6.5−7.4% and 7.0−7.8%, respectively.

91



34.2. γ-ray measurements

Figure 55 shows the γ-ray spectra measured by XtRa1 and XtRa2 using the 152Eu source. We first placed the
source at the midpoint between the two XtRa detectors that were facing each other, with a distance of 28 cm between
them. Both XtRa detectors exhibit good low-energy response to the 152Sm X rays at 40 keV. We then placed the
source at the center of the vacuum chamber to determine the absolute γ-ray detection efficiencies. The two XtRa
detectors were placed as close as possible to the two flanges (Fig. 50), with their entrance windows about 12 mm
from the flange surface. The XtRa1 Ge crystal has a slightly larger diameter than that of XtRa2. Both Ge crystals are
158.5 mm from the target center, covering 1.70% and 1.51% of the 4π solid angle, respectively. Both XtRa detectors
record an average of ≈300 room background γ rays per second in our laboratory test environment. The manufacturer
specifies the FWHM values for XtRa1 and XtRa2 as 0.998 and 1.065 keV at 122 keV (57Co), and 1.879 and 1.926 keV
at 1332 keV (60Co), respectively. The insets of Fig. 55 demonstrate that the observed energy resolution using the 152Eu
source aligns with these specifications. The absence of X-ray peaks in the second test (lower panel of Fig. 55) is due
to the 3.175-mm-thick stainless steel flanges of the chamber effectively blocking the X rays.

We also measured the γ-ray detection efficiencies using the 60Co and 137Cs sources placed at the center of the
chamber. MSD12 was not in place during these tests due to its fragility. MSD26 and the Si detector holders attenuated
the γ rays from the source to XtRa2 but had little effect on XtRa1. Based on an exponential function that contains
a polynomial of degree i with the natural logarithm of the energy E, ε(E) = exp

[∑6
i=0 pi ln(E)i

]
[526], fit on all the

data points, we obtain the photopeak efficiencies of 0.334(3)% and 0.286(3)% at 1 MeV, respectively, for XtRa1 and
XtRa2. The error bars on the data points reflect the uncertainty of the γ-ray yields and the source activities, with
an additional 2.5% uncertainty to account for the true coincidence summing effect [527, 528], which was estimated
based on the observed 1173-1332-keV γ cascade from 60Co.

We used geant4 simulation [522, 523] to extend the γ-ray detection efficiency curve to high energies (Fig. 56).
The simulation takes into account the geometry of the setup and the detector response characterized by fitting the
measured γ-ray lineshapes with the EMG function. Monoenergetic γ rays were emitted isotropically according to the
source distribution and interacted with the surrounding materials. The photopeak efficiency was extracted from the
output spectrum. We then fit the ratio of the simulated efficiency to the measured efficiency in the range 0.5−1.5 MeV
and obtained energy-independent ratios of 0.875(10) and 0.837(10) for XtRa1 and XtRa2, respectively, which serve
as the normalization factors to match the simulation with the experimental data. One of the factors that reduces the
measured efficiency is the data acquisition event loss, which is estimated to be 3.3%, 0.7%, and 2.1% based on the
count rates during the 60Co, 137Cs, and 152Eu tests, respectively (Fig. 52).

34.3. Charged-particle measurements

Figure 57 shows the α spectrum measured by MSD26 alone using the 241Am source, with a 2-mm-diameter
aperture installed in front. An EMG fit of the main peak at 5485.56 keV yields a FWHM value of 17.0 keV,
corresponding to an energy resolution of 0.31%. For comparison, the manufacturer specifies the FWHM values for
MSD26 as 26.7 and 35.4 keV, respectively, with different bias settings. MSD12 alone is too thin to stop α particles
above 3 MeV, and we demonstrate the ∆E-E α spectra measured by the telescope formed by MSD12 and MSD26 in
Fig. 58. An EMG fit of the energy-sum peak yields a FWHM value of 52.1 keV, corresponding to an energy
resolution of 0.95%. This resolution is better than that of the Si telescopes used in the previous 60Ga
experiment [432], where FWHM values for 148Gd (Eα = 3182.68 keV [529]) were reported to be 100 and 90 keV for
the ∆E and 50 and 60 keV for the E detectors.

MSD26 was calibrated using the 148Gd and 241Am sources. We then measured the residual energy of 241Am α
particles in MSD26 with MSD12 installed in front of it. This allowed us to accurately determine the effective thickness
of MSD12 to be 11.65(8) µm after subtracting the 0.35 µm dead layer thickness [491]. The total thickness of MSD12
is in agreement with the nominal value of 12 µm specified in the Micron datasheet [496].

34.4. Electron measurements

Figure 59 shows the electron spectra measured by MSD26 using the 137Cs source placed at the center of the
chamber facing MSD26. The source is deposited on a 64.4-µm-thick aluminized Mylar disk and covered with a
6.3-µm-thick Kapton window. The spectrum exhibits a continuum of electrons from 137Cs β− decay, along with
distinct electron peaks from IC. The main β− decay branch has an endpoint energy of 514 keV and the IC peaks
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Figure 55: γ-ray spectra measured by XtRa1 (red) and XtRa2 (blue) using the 152Eu source. Upper panel: the 152Eu source is placed in the middle
of the two XtRa facing each other. Lower panel: the 152Eu source is placed at the center of the vacuum chamber, with the two XtRa detectors
positioned according to the Fig. 50 configuration. All the γ-ray energy values are adopted from Ref. [525] rounded to the nearest 0.01 keV. The
insets demonstrate the detector responses at 122 and 1408 keV.
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Figure 56: Absolute γ-ray photopeak detection efficiency of the two XtRa detectors obtained using the 152Eu, 137Cs, and 60Co sources placed at
the center of the chamber. The 137Cs data point at 662 keV is only applicable to XtRa2 due to the source placement. The six data points above
1408 keV are geant4 simulated efficiencies scaled by a factor to match the low-energy source data. The efficiency curves are generated by fitting
all measured and simulated data points.
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Figure 57: α spectrum measured by MSD26 using the 241Am source. The α energy values are adopted from Ref. [521] rounded to the nearest
0.01 keV. The FWHM value at 5485.56 keV is 17.0 keV, corresponding to an energy resolution of 0.31%.
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Figure 58: Upper panel: 241Am α-energy spectra measured by MSD12 (energy loss) and MSD26 (residual energy). The FWHM value of the sum
peak is 52.1 keV, corresponding to an energy resolution of 0.95%. Lower panel: ∆E-E 2D plot.
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are characterized by the energy differences between the 662-keV 137Ba isomeric transition and the Ba atomic shell
binding energies. Using the counts in the IC peaks measured by MSD26 alone, the total IC electron emission intensity
of 9.56(14)% per 137Cs decay [530], and the source activity (Table 16), we estimate the detection efficiency of MSD26
for 137Ba IC electrons to be 9.0(3)%.
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137Ba

Ba K , K
     32, 36

94.6%
5.4%

Figure 59: Electron spectra measured by MSD26 using the 137Cs source. The spectrum with lower statistics (red) was obtained with MSD12
installed between the source and MSD26. The spectrum with higher statistics (blue) was acquired over an equal time period with MSD12 removed.
Electrons from 137Cs β− decay form the continuum. ICE-K and ICE-L denote the internal conversion electrons ejected from Ba K and L atomic
shells, respectively. The low-energy peak is mainly from Ba Kα X rays at 32 keV and Kβ X rays at 36 keV. All energy values are adopted from
Ref. [530] rounded to the nearest keV. A simplified 137Cs decay scheme shows the main decay branches.

34.5. Coincidence measurements

Figure 60 shows the α-γ coincidence spectrum between the MSD telescope and LEGe with the 241Am source
placed at the center of the chamber. The source faces the MSD, and its 127-µm-thick Pt substrate attenuates most
of the low-energy photons emitted towards LEGe, leaving mainly the 59.5-keV 237Np γ ray and its escape peaks
observable.

We placed the 152Eu source at the center of the chamber. Figure 61 shows the XtRa1 γ spectra gated by the
Sm K X rays measured by LEGe and gated by the electrons measured by MSD26. By applying the characteristic
X-ray coincidence condition, both the room background γ rays and the 152Gd γ rays are substantially suppressed.
Conversely, the electron coincidence condition suppresses the room background and the 152Sm γ rays. Quantitatively,
at 1 MeV, the background levels per 152-eV bin decrease from approximately 625 counts in the raw spectrum to 21
and 3 counts in the X-ray-gated and electron-gated spectra, respectively. Having the ability to detect electrons and
positrons will help clean up the spectrum in radioactive beam measurements, thereby facilitating the identification of
γ ray origins.

34.6. Timing performance

The timing performance of the electronics was first tested using a Canberra Model 1407P Pulse Pair
Generator [531]. The dual pulses were separately fed into two Pixie-16 channels. The FWHM resolution of the time-
difference distribution is estimated to be 0.46 ns. Then, the primary pulse was split and fed to each test input of
preamplifiers, and the resulting FWHM timing resolutions are 37.4 ns (MSD12), 4.4 ns (MSD26), 1.2 ns (XtRa1),
and 1.8 ns (XtRa2).

The timing performance of the detectors was studied using each of the 60Co, 152Eu, 241Am sources placed at the
center of the chamber. 60Co provides γ-γ coincidences to test the two XtRa detectors, 152Eu provides X-γ coincidences
to test LEGe and XtRa, and 241Am provides α-γ coincidences to test MSD and LEGe. Figure 62 shows the time
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237Np

241Am
E  = 5486

E  = 59.5
T1/2 = 68 ns

Figure 60: Coincidence spectrum between the MSD detector telescope and LEGe obtained using the 241Am source placed at the center of the
chamber. A simplified 241Am decay scheme shows the dominant α-γ sequence.
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Figure 61: Black spectrum with the highest statistics represents the raw γ-ray spectrum measured by XtRa1 using the 152Eu source placed at
the center of the chamber. The red spectrum with intermediate statistics represents the XtRa1 γ-ray spectrum gated by the Sm Kα and Kβ X rays
measured by LEGe. The blue spectrum with the lowest statistics represents the XtRa1 γ-ray spectrum gated by the electrons measured by MSD26.
The raw (black) spectrum is scaled down by a factor of 5 for better comparison.
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difference distributions between each coincidence. Based on these measurements, an event-build window of a few
hundred ns can be defined to capture all prompt coincidences and some chance continuum for background subtraction
in offline analysis. The asymmetric tail in both α-γ time difference distributions is attributed to the relatively long-
lived 59.5-keV excited state of 237Np.

Figure 63 shows the α-γ time difference distribution constructed by the start timestamps from 5486-keV α
measured by the two MSDs and the stop timestamps from the 59.5-keV γ ray deexciting the 59.5-keV state in 237Np
measured by LEGe. By fitting the time spectra with a function

f (t; N,T1/2, B) =
N ln(2)

T1/2
exp

[
−

t ln(2)
T1/2

]
+ B (19)

composed of the total number of decays (N), the exponential decay half-life (T1/2), and a constant background
(B), we obtained the half-life of the 59.5-keV excited state in 237Np to be T1/2 = 68.1(6) ns (MSD12) and 67.9(5) ns
(MSD26), respectively. The results obtained from both Si detectors are consistent with recent precision measurements
of 67.86(9) ns [532], 67.60(25) ns [533], and 67.60(20) ns [534].

XtRa2  LEGe
XtRa1  LEGe
XtRa2  XtRa1
XtRa1  XtRa2
LEGe  MSD12
LEGe  MSD26

Figure 62: Coincidence time spectra between each detector pair. From left to right: the six time peaks correspond to three decay sequences: the
152Eu 40−46-keV and 1408-keV X-γ coincidences measured by XtRa-LEGe, the 60Co 1173-keV and 1332-keV γ-γ coincidences measured by
XtRa-XtRa, and the 241Am 5486-keV and 59.5-keV α-γ coincidences measured by LEGe-MSD. In each decay sequence, the timestamp of the
prior event is subtracted from the timestamp of the subsequent event.

In summary, the detectors selected for our setup all feature minimal or zero dead layers in front of their active
regions. The mechanical assembly is designed to be compact and employs thin materials in the transmission path to
mitigate attenuation, thereby maximizing detection efficiencies. Furthermore, the design also allows for the flexible
combination of individual detectors for various experimental purposes. The two XtRa detectors have been coupled
with a silicon cube [535, 536] and with a Time Projection Chamber [537]. We also have the option to engineer the
integration of LEGe and the central chamber with larger detector arrays, such as the DEcay Germanium Array initiator
(DEGAi) and ultimately DEGA of the FRIB Decay Station [538], to achieve a higher γ-ray detection efficiency.
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Figure 63: Time differences between the 59.5-keV 237Np γ-ray signals in LEGe and the 5486-keV 241Am α signals in the MSD silicon detector
telescope. By fitting the LEGe-MSD12 time difference (upper), we obtain the half-life of the second excited state of 237Np to be T1/2 = 68.1(6) ns
with p value = 0.34 and χ2

ν = 1.02, by dividing the χ2 value by the number of degrees of freedom. From the LEGe-MSD26 time difference (lower),
we obtain T1/2 = 67.9(5) ns, p value = 0.88, and χ2

ν = 0.94.
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35. Calculations

Table 17: Properties of potentially important 59Cu(p, γ)60Zn resonances predicted by the shell model. The values in the first through tenth columns
represent the spin and parity (Jπ), excitation energy (Ex), resonance energy (Er), partial decay widths (Γγ, Γp, Γα), lifetime (τ), log f t value and
β-feeding intensity (Iβ) for 60Ga decay, and ratio of EC/β+ feeding [445].

Jπ Ex (keV) Er (keV) Γγ (eV) Γp (eV) Γα (eV)1 τ (fs) log f t Iβ (%) REC/β+

2+ 5501 396 3.8 × 10−2 7.4 × 10−10 2.9 × 10−7 17.3 5.463 0.314 1.6 × 10−3

1+ 5566 461 6.4 × 10−2 1.5 × 10−7 0 10.3 4.708 1.713 1.6 × 10−3

2+ 5645 540 1.9 × 10−1 2.1 × 10−6 1.1 × 10−6 3.5 6.146 0.060 1.7 × 10−3

2+ 5989 884 3.3 × 10−2 4.7 × 10−3 1.6 × 10−5 17.5 5.367 0.287 1.9 × 10−3

2+ 6072 967 2.5 × 10−1 5.7 × 10−2 2.9 × 10−5 2.1 5.536 0.184 2.0 × 10−3

1+ 6305 1200 2.0 × 10−1 2.1 × 10−1 1.3 × 10−27 1.6 7.035 0.005 2.2 × 10−3

To enhance our understanding of 60Ga decay properties, we performed shell-model calculations in the truncated
f p-shell model space with the GPFX1A Hamiltonian [539] using the NuShellX@MSU code [540]. The newly
evaluated 60Ga QEC = 14160(15) keV [429, 430, 431] was incorporated into the calculation. We obtained 900 60Zn
states populated by 60Ga decay up to Ex = 12.6 MeV, with 300 states each for Jπ = 1+, 2+, 3+. A quenching factor
q2 = 0.6 for the matrix elements of the Gamow-Teller operator was used to calculate the β feedings in 60Ga decay.
We calculated the decay widths Γγ and Γp for 128 resonances with Jπ = 0+, 1+, 2+, 3+, 4+, 5+ up to Ex = 7.3 MeV,
corresponding to the upper end of the 59Cu(p, α) Gamow window at 1.5 GK. We also calculated the average decay
widths Γγ, Γp, and Γα using the statistical model code smaragd [541, 542]. We adopted the shell-model calculated
Γγ and Γp and the statistical-model calculated Γα to calculate the 59Cu(p, γ)60Zn and 59Cu(p, α)56Ni reaction rates by
combining all 128 positive parity resonances. The fractional contributions of each resonance are shown in Fig. 64.
The statistical model calculation indicates that the level densities for 1− and 2− states in 60Zn fall below 1 MeV−1

at excitation energies of 7.2 and 6.9 MeV, respectively. This suggests that ℓ = 0 resonances are less likely to be
present within the Gamow window and to significantly contribute to the total reaction rate. Table 17 summarizes the
properties of the six most influential 59Cu(p, γ)60Zn ℓ = 1 resonances. It should be noted that the uncertainties of the
excitation/resonance energies are on the order of 200 keV. The resonances listed in Table 17 are not necessarily the
specific resonances that our experiment aims to identify but rather represent a typical potential scenario that we may
encounter. As realistic Γα values vary much more than the average Γα calculated by the statistical model, it is likely
that the influential 59Cu(p, α)56Ni resonances are fewer than those labeled in the lower panel of Fig. 64. Any 60Zn
resonances that we are able to discover through 60Ga β decay will provide valuable experimental constraints on the
59Cu(p, γ)60Zn and 59Cu(p, α)56Ni reaction rates.

A theoretical reaction rate calculation with principled uncertainty quantification will be discussed in a forthcoming
paper [543], in which all the nuclear physics properties entering into the reaction rate calculation will be sampled
according to appropriate probability density functions [544, 545, 546, 547, 548].
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Figure 64: Fractional contributions of 128 shell-model predicted resonances to the 59Cu(p, γ)60Zn (upper) and 59Cu(p, α)56Ni (lower) reaction
rates. The most influential resonances are labeled with their corresponding resonance energies in keV.
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36. Simulations

To assess the feasibility of the 60Ga decay measurement with LIBRA, we have developed geant4 simulations
incorporating the theoretical 60Ga decay scheme and the known decay schemes of the daughter nuclei [434, 435, 436],
the detector responses characterized based on radioactive source tests, and the integrated 60Ga beam intensity over
a six-day period (1.5 × 1010). The resulting simulated proton and α particle identification spectrum by the ∆E-E
telescope and the proton-gated X-ray spectrum by LEGe are shown in Fig. 65. As demonstrated in the charged-
particle ∆E-E spectrum, our setup enables clear separation of most proton and α emission branches, allowing for
accurate determination of their respective decay branching ratios.

One of the key observables offered by LIBRA is the proton-X-ray coincidence. The Cu/Zn Kα X-ray count ratio
can be determined by integrating the 8.0- and 8.6-keV X-ray peaks observed in coincidence with protons. The Zn Kα
radiative transition probability is 41.4%, compared to 38.7% for Cu [446], and the LEGe detection efficiency for 8.6-
keV photons is 7.8%, compared to 7.4% at 8.0 keV (Fig. 54). Consequently, we need to apply two correction factors
of F = 1.07 for fluorescence yields and E = 1.05 for efficiencies when extracting the lifetime of the proton-emitting
state in 60Zn from the observed Cu/Zn Kα X-ray count ratio:

τp−emit =
τKshell(Zn)

RCu/Zn
, (20)

RCu/Zn =
IKα(Cu) × F × E

IKα(Zn)
, (21)

The bottom panel of Fig. 65 shows the Cu/Zn Kα X-ray count ratios as a function of coincident proton energies,
along with the corresponding lifetimes of proton-emitting states in 60Zn. Only the X-ray count statistical uncertainty
is taken into account. The integrated X-ray ratio of RCu/Zn = 3.2(3) corresponds to a lifetime τp−emit = 0.126(11) fs,
which is an average for all 60Zn proton-emitting states. The main source of systematic uncertainty is the recommended
Zn K-shell vacancy width ΓKshell(Zn) = 1.62 eV [450], adjusted based on the calculated ΓKshell(Zn) = 1.56 eV from
Ref. [446]. A resonant Raman scattering measurement reported ΓKshell(Zn) = 1.9(1) eV [549], which is consistent with
the recommended value, considering the estimated uncertainty of 5−25% for atomic numbers below 30 [450].

Notably, the nuclear lifetimes can be reliably determined within a sensitivity range that spans approximately one
order of magnitude above and below the Zn K-shell vacancy lifetime of 0.4 fs (Table 13). This timescale is typical
for most nuclear resonances but extremely challenging for conventional lifetime measurement techniques. Should
the experimental statistics fall short of the current estimates, we may obtain only upper or lower limits on certain
branches, which would still be meaningful for constraining the astrophysical reaction rates.
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Figure 65: Top panel: charged-particle ∆E-E spectrum simulated by incorporating the theoretical decay properties of 60Ga and the measured
detector responses. Middle panel: X-ray spectrum gated by all protons in the ∆E-E spectrum, yielding a total X-ray ratio of RCu/Zn = 3.2(3). A
double-Gaussian with a linear background fit is superimposed on the Cu and Zn Kα peaks. Bottom panel: Cu/Zn Kα X-ray count ratio and the
inferred lifetime as a function of coincident proton energy. The error bars represent statistical uncertainties, where the leftmost and rightmost error
bars indicate upper or lower limits.
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37. Summary & Outlook

We present the design, construction, simulation, and radioactive source testing of LIBRA. The system is capable
of detecting all types of charged particles and photons emitted in EC/β+ decay, which will enable us to measure
the energies, proton-, α-, and γ-decay branching ratios of resonances. We will also utilize PXCT to determine the
lifetimes of resonances populated by EC. Proton/α-γ coincidences provide information on the proton/α-emitting states
in the compound nucleus and the ground and excited states of daughter nuclei, pertinent to both the entrance and
exit channels for particle-induced reactions. LIBRA data can also provide nuclear level densities and transmission
coefficients needed for calculating reaction rates using the Hauser-Feshbach statistical model.

Utilizing LIBRA for 60Ga EC/β+ decay offers the unique advantage of obtaining a comprehensive set of nuclear
data in a single experiment. This capability efficiently addresses a key limitation of traditional indirect methods that
they often yield only partial necessary nuclear data and thus require multiple experiments. By combining the nuclear
data acquired through LIBRA, we may provide experimentally constrained thermonuclear rates of the 59Cu(p, γ)60Zn
and 59Cu(p, α)56Ni reactions to XRB models. The results could help us better understand the NiCu cycle, reduce the
nuclear physics uncertainties in modeling the light curves and nucleosynthesis of XRBs, and ultimately facilitate the
comparisons between model predictions and astronomical observations.

LIBRA holds the potential for studying other important reaction rates in the rp process. As shown in Fig. 47, 64Ge
plays an analogous role in the ZnGa cycle to that of 60Zn in the NiCu cycle [411, 412, 550]. A notable difference
is that the allowed β transitions of the 0+ 64As ground state populate the 0+ and 1+ states in 64Ge [471]. Given the
comparable QEC, half-lives, proton/α-separation energies, and key X-ray energies (Table 13), it is technically feasible
to utilize LIBRA for the 64As EC/β+ decay experiment to address the competition between the 63Ga(p, γ)64Ge and
63Ga(p, α)60Zn reactions.
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Şenyiğit, Marco Siciliano, Nadezda A. Smirnova, Dorottya Sohler, Mihai Stanoiu, Christophe Theisen, Jose J. Valiente-Dobón, Predrag
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